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[bookmark: _Ref483927698]Introduction
The NR PDCP, compared to the legacy LTE PDCP, needs to support new features such as duplication and re-ordering while RLC runs UM mode. In RAN2#98 meeting, the NR PDCP receiving window and re-ordering timer were discussed without reaching a conclusion. An email discussion was triggered [1] where a common view seems to re-use the legacy re-ordering timer mechanism. However, split views were expressed regarding whether the receiving window should be a PULL or a PUSH window. 
In this contribution, we elaborate on the reasons why we think a PUSH window is preferred, in view of packet duplication support.
Discussion
In our earlier contribution [2] , we recall the underlying principle that motivated using PULL and PUSH window for DRBs mapped onto UM and AM RLC modes, respectively. In PULL and PUSH windows, the window moves based on last received and last delivered SN, respectively. As illustrated in Figure 1, the next expected received SN, SN(RX_NEXT), drives the upper bound of the reordering window for the PULL reordering window. On the contrary, the last delivered (to upper layer) SN, RX_DELIV, drives the lower bound of the PUSH reordering window. In both cases, the re-ordering window size, RX_WIN, is half the SN space, in order to provide a boundary between old and new SNs. However this boundary is non-ambiguous as long as not more than half the SN space is in fly at a given time.


[bookmark: _Ref485242310]Figure 1: PULL and PUSH reordering windows
In legacy LTE, this can be controlled by the transmitter as mentioned in the below note of the PDCP specification [3] :

NOTE:	Associating more than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs, when e.g., the PDCP SDUs are discarded or transmitted without acknowledgement, may cause HFN desynchronization problem. How to prevent HFN desynchronization problem is left up to UE implementation.
However, in NR, the duplication feature adds some specific behavior not present in LTE. Indeed, even in the CA case, the LCP will address both logical channels of the duplicated bearer independently. As a result, a “working fine” leg continuously calls for new PDCP PDUs which, being duplicated, are considered in fly in the other leg, which is “slow”. Note that only in duplication case, a “working leg” will be pulling PDCP SDUs into PDUs in RLC SDU buffers of both legs. In (legacy) split case, the working leg pulls PDCP SDUs into PDUs in its own RLC buffer only. If the other leg does not get grants, it won’t pull any PDCP SDU in its RLC SDU buffer. Another way to describe the difference between split and duplication is that DC split can guarantee less than half SN space in fly because the low boundary of the transmitting window is decided by both legs, but in duplication, it is based on the faster leg only. Similarly on the receive side, the inner receive window [RX_DELIV RX_NEXT] is driven by both legs contributions in split case, whereas it is only driven by the faster leg in duplication case. Hence this is indeed a new, NR specific, behaviour. One could argue that smart UE implementations may be able to monitor the actual SN in fly (processed by RLC/MAC transmitters), however the issue is worse on the network side e.g. when duplication is deployed over DC: PDCP transmitter can consider a PDU SN in fly in the SCG leg no later than at the time it leaves PDCP.
Observation 1: PDCP duplication makes it difficult to control that less than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs are in fly at any time.
[bookmark: _Ref484884541]Duplication with PULL window
The PULL window mechanism leads to wrong window advance every time an old packet below the window is erroneously interpreted as a new packet, which results in HFN de-sync. For a duplicated bearer the window is pulled by the faster leg. HFN de-sync can happen as soon as the COUNT difference between the delivered PDUs from the two legs exceeds RX_DELIV – (RX_NEXT – RX_WIN), per Figure 2.



[bookmark: _Ref485247283]Figure 2: PULL reordering window with duplication
Duplication with PUSH window
In case of duplication, the window is pushed by the faster leg. Similar to the PULL window, an erroneous interpretation of an old packet as a new packet results in HFN de-sync. But, different from the PULL window, in duplication, this can only happen when the COUNT difference between the delivered PDUs from the two legs exceeds the Rx window size, RX_WIN, which is larger than the gap tolerance of a PULL window. Another difference with the PULL window is that, in duplication, if more than half of the SN space is in flight at any time it results in discarding the oldest packets (replicas) but does not break the window, unless it gets to the extreme case where more than SN space is in flight.


Figure 3: PUSH reordering window with duplication
Observation 2: PUSH window is more robust to throughput differences between duplicated legs leading to large COUNT gaps across legs at the receiver, potentially exceeding the reordering window size.

As a result, we prefer a PUSH window for the NR PDCP because it can tolerate cases where the transmitter cannot guarantee that less than half the SN space is in flight at any given time, which can relax the bearer duplication implementation in leaving more time to react to a strong throughput imbalance between the two legs. And even though it is not the legacy window for UM mode, we think it can still work well for this mode and we haven’t seen any strong issue since RX_NEXT-RX_DELIV should be rather small compared to the window size given the typically short timers associated with UM packets fly time.

Proposal 1: A PUSH window is selected for the NR PDCP receive window
Conclusion
In this contribution, we compare both PUSH and PULL windows with respect to the duplication feature. Our resulting observations and conclusions are as follows:
Observation 1: PDCP duplication makes it difficult to control that less than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs are in fly at any time.
Observation 2: PUSH window is more robust to throughput differences between duplicated legs leading to large COUNT gaps across legs at the receiver, potentially exceeding the reordering window size.

Proposal 1: A PUSH window is selected for the NR PDCP receive window
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