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1. Introduction

In the last meeting, one agreement was reached on the security key and 2 security related email discussions (99#18 and 99#30) were handled. In this paper we provide considerations about the remaining security key issues based on previous agreements and the summary of the related email discussions.

Besides above key related issues, there are still other remaining issues related with security that need to be discussed. In order to speed up the RAN2 discussion, we try to summary the remaining NSA security related issues in this paper as well. The issues are related with following topics:

· Security Algorithm related aspects in EN-DC.

· PDCP COUNT wrap around in SCG.

· Counter check: PDCP COUNTs delivery.

· SRB IP check failure.
· DRB IP check failure.
2. Discussion

2.1. Security key related aspects in EN-DC

In the last meeting, following agreement of security key was reached:

Agreements

1
For EN-DC, the network can configure each DRB to use 1 key out of a set of 2 keys (KeNB and S-KeNB derived as specified today)

Note: This agreement does not change the use of the SCG bearer, MCG bearer, SCG split bearer and MCG split bearer terminology in stage2 specs.
Furthermore, in the email discussion of bearer type change (99#18), a summary was reached that “for bearer type change between MCG (split) bearer and SCG (split) bearer, the key needs not to be changed if PDCP anchor is not changed”.

Based on above agreement and the summary of email discussion, some further security related issues need to be discussed:

In the email discussion 99#30 (RRCConnectionReconfiguration) a question is raised, i.e. “Is there need to have key configuration (KeNB/S-KeNB) per bearer or per RadioBearerConfig?”. Despite of what the final view is, a further issue related with this question should also be discussed, i.e.

Issue 1:  Whether to include the key choice IE(KeNB or S-KeNB) in LTE RRC in case MCG bearer is configured with LTE PDCP?

Note that the key choice IE is used in NR RRC since UE doesn’t distinguish the PDCP location when the bearer is configured with NR PDCP, however the UE can recognize the MCG bearer configured with LTE PDCP by receiving the LTE pdcp-config, thus UE knows that KeNB shall be used for this LTE bearer. It’s unnecessary to add an explicit IE in LTE RRC to indicate UE the key choice for MCG bearer configured with LTE PDCP.

Proposal 1: It’s unnecessary to include the key choice IE in LTE RRC for MCG bearer configured with LTE PDCP, since UE can recognize the bearer is located in MCG by receiving LTE pdcp-config and KeNB shall be used for this bearer.

Issue 2: The scg-counter should be included in LTE RRCConnectionReconfiguration or NR RRC configuration including SCG bearerConfig?

This issue was also proposed in the email discussion 99#30, both options got similar support. We provide some further reasons to clarify why for EN-DC the scg-counter should rather be included in LTE RRCConnectionReconfiguration:

1: 
SA3 has agreed before that for EN-DC the derivation of S-keNB follows LTE-DC, i.e. it should follow TS 33.401.  The security mechanism for NE-DC/NGEN-DC and NR-DC might be different but it’s not sure that the scg-counter will be adopted to derive the new key in NR. And even if a scg-counter-like mechanism is introduced in NR, we don’t know what it will look like exactly and forward compatibility problem may exist if we include a scg-counter IE in NR RRC in current stage.
2:
As mentioned above, since the derivation of S-KeNB is defined in LTE protocol, and one of the derivation input, i.e. KeNB, is also generated in LTE part, it's not clear why we should put another input, i.e. scg-counter, in NR part.
3.
Including scg-counter in NR RRC will lead to unnecessary exchanges at X2 interface and UE’s LTE part and NR part, which leads to additional X2 overhead and complexity in the UE. 
4.
As mentioned above, including scg-counter in NR RRC will cause scg-counter and S-KeNB to be both delivered in X2 interface: security risk may exist which needs SA3 analysis.
Observation 1: There’s no SA3 agreement that the scg-counter-like mechanism is adopted for NE-DC/NGEN-DC and NR-DC. If it’s adopted, forward compatibility problem may exist if we include a scg-counter IE in NR RRC in current stage since in the future the scg-counter-like mechanism might be different with the one we introduced now. 
Observation 2: Including scg-counter in NR RRC will lead to unnecessary exchanges at X2 interface and UE’s LTE part and NR part, which leads to additional X2 overhead and complexity in the UE.

Observation 3: Including scg-counter in NR RRC will cause scg-counter and S-KeNB to be both delivered in X2 interface: security risk may exist which need SA3 analysis.
Proposal 2: Based on above observations it’s proposed to include scg-counter in LTE RRC.

Issue 3: At UE side, the S-KeNB and CP/UP integrity and ciphering key of SCG should be derived based on LTE protocol or NR protocol? 

As mentioned above, SA3 agreed that for EN-DC the derivation of S-keNB follows LTE-DC, i.e. it should follow TS 33.401, and the security mechanism for NE-DC/NGEN-DC and NR-DC is covered in NR protocol.

Proposal 3: For EN-DC the derivation of S-keNB is based on LTE protocol (TS33.401). 

For the derivation of CP/UP integrity and ciphering key of SCG, considering that the security algorithm is provided by SCG, it’s reasonable that the derivation of CP/UP integrity and ciphering key of SCG follows the NR protocol. With this understanding, the UE shall forward the derived S-KeNB from its LTE part to NR part.

Proposal 4: The derivation of CP/UP integrity and ciphering key of SCG should follow the NR protocol, i.e. the UE shall forward the derived S-KeNB from its LTE part to NR part.

2.2. Security Algorithm related aspects in EN-DC

Besides the agreements/ discussions on security key in EN-DC, there is another security issue that needs to be decided: selection of security algorithm. 

1) For SCG configuration (i.e. the security algorithm used for SCG/ SCG split bearer) the issue seems simple; it can be performed as in the following:

· MeNB receives the NR security capability supported by the UE through NAS and forwards it to SgNB;

· Based on the security algorithms within NR security capability, SgNB selects one for the UE.

2) For MCG configuration (i.e. the security algorithm used for MCG/ MCG split bearer), it needs to be decided whether the selection of security algorithm should be based on LTE security capability or NR security capability. 

· Firstly, according to the progress of SA3, we think the security algorithm supported in LTE RAT could also be supported in NR RAT, i.e. for a given UE, LTE security algorithm is a sub-set of NR security algorithm. 

· Secondly, MeNB may configure MCG bearer using LTE PDCP, and it's better to only use the security capability of one RAT within one NB. 

Therefore, we think the MeNB use of the LTE security capability is enough. The NR security capability supported by the UE could be transparent to MeNB, although MeNB needs to receive and forward it.

This solution is just the same to the legacy dual/ multi-RAT interaction. Then it minimizes the impact to LTE and ensures EN-DC completion.

Proposal 5: At least in R15, MeNB/ SgNB uses the LTE/ NR security capability supported by the UE respectively in EN-DC.

2.3. PDCP COUNT wrap around in SCG

For EN-DC, the similar mechanism of PDCP COUNT wrap around handling could be adopted as in LTE-DC, i.e. SN change procedure is triggered to update the S-KeNB.

Proposal 6:  In EN-DC, similar mechanism of PDCP COUNT wrap around handling of SCG as LTE-DC could be adopted, i.e. SN initiated SN change procedure is triggered if the S-KeNB needs to be refreshed.

2.4. Counter check: PDCP COUNTs delivery 

At RAN2#99 meeting, following agreements related to counter check procedure were reached:

Agreements for EN-DC and NG-EN-DC and NE-DC

1: 
The counter check procedure should be triggered by MN and SN independently (as in LTE DC)

2
Counter check procedure is performed by MN (i.e. we will not add support for Counter Check performed by the SN).

Based this agreement, the legacy counter check procedure of LTE DC is assumed to be adopted in NSA, i.e.

Step1: counter check request (SN -> MN, if SN triggers it) which includes the DRB identities and PDCP COUNTs of the SCG(split) DRBs which are expected to be counter checked.

Step2: counter check (MN -> UE) which include all the DRB identities and PDCP COUNTs of the MCG(split) and SCG(split) DRBs which are expected to be counter checked.

Step3: counter check response (UE -> MN), UE compares the received PDCP COUNTs (in Counter Check message) with the corresponding PDCP COUNTs of the UE, and includes the DRB identities and PDCP COUNTs which are different with the corresponding received ones in Counter Check Response.

Step4: MN handles the DRBs included in Counter Check Response, e.g. release the connection or report the difference of the PDCP COUNT values to the serving MME or O&M server for further traffic analysis for e.g. detecting the attacker.

However for EN-DC, there are some issues related with above procedure that need to be further discussed:

· Issue1: Over the X2 interface, how does SN deliver the DRB-id and PDCP COUNTs values in CounterCheckRequest, i.e. in a NR container or not?
· Issue2: Over the Uu interface, how does the MN and UE deliver the DRB-id and PDCP COUNTs values in CounterCheck and CounterCheckResponse, i.e. in a NR container or not? 
For issue1, considering that at the final step of counter check procedure the MN needs to get the difference between the DRBs of NW side (including SCG DRBs) and the DRBs of UE side which are included in the DRB id list in CounterCheckResponse sent from UE, which means MN should comprehend the DRB-id and PDCP COUNTs values sent by SN, for simplicity it’s suggested the SN plainly sends the E-RAB-id and PDCP COUNTs values to MN over X2-C without putting them in a NR container.

Proposal 7: For EN-DC, over the X2 interface the SN plainly sends the E-RAB-id and UL/DL PDCP COUNTs values of SCG(split) DRBs to MN in CounterCheckRequest without including them in a NR container. 

It should be noted that issue 1 and issue2 are directly related. Based on the above proposal, it’s reasonable for the MN to include the DRB id and the Most Significant Bits of PDCP COUNTs values (of MCG, SCG and split DRBs) in CounterCheck message with LTE RRC, i.e. without using NR container in this message.

Similarly as above, the UE should include the DRB id and the PDCP COUNTs values of either MCG or SCG or split DRBs (which are found different with the received ones of NW side) in CounterCheckResponse message with LTE RRC.

Proposal 8: For EN-DC, the MN shall include the DRB id and the Most Significant Bits of PDCP COUNTs values (of MCG, SCG and split DRBs) in CounterCheck message with LTE RRC, i.e. without using NR container in this message.

Proposal 9: For EN-DC, the UE shall include the DRB id and the PDCP COUNTs values of MCG or SCG or split DRBs (which are detected as different with respect to the received corresponding ones of NW side) in CounterCheckResponse message with LTE RRC.

2.5. SRB IP check failure

2.5.1. Ambiguity on SgNB failure triggering
For EN-DC, the following agreements related with SCG SRB integrity protection failure were reached in previous meetings:

RAN2#97bis Agreements:

1: In LTE-NR DC, following SgNB failure cases need to be supported:

-
SgNB RLF;

-
SgNB change failure;

-
exceeding the maximum uplink transmission timing difference (if EN-DC supports the synchronised operation case which is RAN1 decision);

-
SgNB configuration failure (only for message on SCG SRB);

-
SgNB RRC integrity check failure;
2: In LTE-NR DC, the UE shall report the SCGFailureInformation to the MeNB instead of triggering the reestablishment upon SgNB failure.

3: 
Upon SgNB failures, UE shall:

-
Suspend all SCG DRBs and suspend SCG transmission for MCG split DRBs, and SCG split DRBs;

-
Suspend direct SCG SRB and SCG transmission for MCG split SRB;

-
Reset SCG-MAC;

-
send the SCGFailureInformation message to the MeNB with corresponding cause values .

RAN2#98 Agreement:

Working assumption (SCG integrity protection failure case is to be confirmed after SA3 response) : At SCG failure (all cases) only the SCG part of MCG/SCG split bearers should be suspended. (Already agreed for the SCG bearer and the SCG SRB)
In RAN2#99 SA3 reply the LS on SRB IP check failure (R2-1709674, S3-172077)

Answer: 

For SCG SRB integrity check, the current RRC integrity check mechanism specified in TS 33.401 clause 7.4.1 can be adopted. If SCG SRB integrity check fails, such packets need to be dropped. Because the reason for integrity failure can’t be determined by the gNB/eNB or the UE, it should be left to operator configuration whether to initiate a recovery procedure or to declare SCG failure. 

SA3 agrees with the assumption that, in case of SCG SRB integrity check failure only SCG part of SCG and MCG split bearers need to be suspended if persistent SCG SRB integrity check failure is detected. 

Regarding RAN2 question: if the SCG SRB is not configured and there is no integrity protection for the SCG integrity check failures will be undetected, leading to data continuing over the SCG and SCG split bearer. The counter check procedure will be used for this situation,
Note that in the SA3’s reply (see the highlighted sentence) the SCG failure will be triggered if persistent SCG SRB integrity check failure is detected, which is somewhat different with the previous RAN2 agreement which has no ‘persistent’ condition, i.e. with previous understanding the SCG failure will be triggered once SCG SRB integrity check failure is detected.

Similarly, in legacy LTE protocol there’s no such ‘persistent’ condition for RRC integrity check as well, i.e. the UE shall perform RRC connection reestablishment once RRC integrity check failure is detected.

We are not sure if this is a consistent view of SA3, so RAN2 needs to confirm with SA3 whether ‘persistent failures’ of SCG SRB IP check is a necessary condition for triggering SCG failure. 

Furthermore, even if the ‘persistent’ condition is confirmed by SA3, there’s still an ambiguity on the meaning of ‘persistent’, i.e. Whether it means ‘continuous’ SCG SRB IP failure detected on each packet one by one, or whether it is defined as accumulated occasion of IP check failure during a certain time length exceeding a certain threshold. It’s suggested to clarify this ambiguity with SA3 as well.

Observation 4: The condition of triggering SCG failure mentioned by SA3 is inconsistent with what RAN2 agreed before, as SA3’s view is that to trigger SCG failure there needs to be ‘persistent’ SRB IP failures.
It should be noted that if the answer of SA3 is that ‘persistent SCG SRB IP check failure’ is necessary, current agreements needs to be updated and additional counter-like mechanism needs to be defined to supervise the occurrences of SCG SRB IP check failures and a corresponding threshold needs to be configured by the NW to decide the triggering of SCG failure. The NW/UE cannot decide whether/when to perform SCG failure related procedures by implementation, otherwise problems will exist in UE conformance tests.

Observation 5: SA3 didn’t give the definition of ‘persistent’, i.e. continuous or accumulated over time? Without this definition the NW/UE cannot decide whether/when to perform SCG failure related procedures. If this is left to NW/UE implementation, problems will exist in UE conformance tests.
It’s suggested that RAN2 sends a LS to SA3 to clarify above ambiguities. A possible draft version of the LS is in [2].

Proposal 10: Send a LS to SA3 to clarify whether ‘persistent SCG SRB integrity check failure’ mentioned in the previous reply LS (S3-172077) is a necessary condition for triggering SCG failure, and if so how to define ‘persistent’.

Proposal 11: If SA3 confirms the previous LS:

- Current agreements of SCG SRB IP check failure handling needs to be updated, 

- An additional counter-like mechanism and corresponding thresholds need to be introduced in both NW/UE to monitor the SCG SRB IP check failures and keep the consistency of UE behavior on whether/when to trigger SCG failure. 

2.5.2. UE behavior upon SRB IP check failure

Furthermore, for the following remaining cases the corresponding UE behavior need to be confirmed as well:

· SCG SRB integrity protection failure for option NGEN-DC (option 7) and NR DC;

· MCG SRB integrity protection failure for MR-DC and NR DC;

· MCG split SRB integrity protection failure for MR-DC and NR DC;

Note: before a possible SA3 reply to the above LS, we provide some corresponding proposals.
1. UE behavior upon detecting integrity check failure on SCG SRB for NGEN-DC and NR DC:
For protocol simplification, keeping the UE behavior consistent for EN-DC and NGEN-DC is better.

Proposal 12: For NGEN-DC and NR DC, the UE behavior for the case of SCG SRB Integrity check failure should be consistent with EN-DC.

2. UE behavior upon detecting integrity check failure on MCG(split) SRB:

For EN-DC, UE behaviour as in LTE should be adopted since MN use LTE RRC, i.e. UE shall perform RRC re-establishment.

Proposal 13: For EN-DC, UE shall perform RRC re-establishment upon detection of MCG SRB integrity check failure

For MR-DC and NR-DC (except for EN-DC), the handling of MCG SRB Integrity check failure could be the same as SCG SRB Integrity check failure handling.

For case of MCG split SRB, as discussed for DRB integrity failure in previous RAN2 meeting, RAN2 has a preference that the NW and UE do not need to determine on which leg the IP check failure originated from. The IP failure check for split SRB should also align with this preference, i.e. UE’s behavior for the IP check failure on MCG split SRB is same as MCG SRB.

Proposal 14: For MR-DC and NR-DC (except for EN-DC), UE shall perform RRC re-establishment if reaching the predefined condition of MCG(split) SRB integrity check failures. The UE does not need to determine on which leg the SRB IP failure is detected
Furthermore, in case that SN decides to initiate SN release due to SCG SRB integrity check failure, a corresponding cause needs to be carried. Similarly for the case of SCG DRB integrity check failure.

Proposal 15: In case that SN decides to initiate SN release due to SCG SRB/DRB integrity check failure, a corresponding cause needs to be carried in SN initiated SN release message.

2.6. DRB IP check failure

The SA3 reply LS [1] in the last meeting on Actions upon DRB IP check failure states:

	Actions upon DRB IP check failure

Q2.1: What should be the network and UE behaviour on DRB IP check failure? RAN2 discussed that options at least include discarding of the packet, triggering some kind of failure handling (e.g RLF or SCG failure) or something between these extremes, e.g. sending an indication to network of failed DRB IP check failure.

SA3 answer: 

The user plane integrity protection is introduced for scenario where there is an active attacker between the UE and RAN modifying or injecting data. The correct behaviour in this scenario is to discard the packets failing integrity check. 

If there is an attacker present between the UE and the gNB, it is possible on rare occasions when HFN rolls over, that the PDCP counts gets unsynchronized. A recovery mechanism from the desynchronization of the counters is possible. But the attacker may not go away and the threat may persist, hence the type of recovery mechanism (to do RLF failure or SCG failure) need to be decided judiciously by RAN2.  

Q2.2: Shall the behaviour in Q2.1 relate only to DRB with detected DRB IP check failure or to all DRBs?

SA3 answer: 

SA3 assumption is that the behaviour is relevant only to DRB with detected integrity protection failure. 
Q2.3: Are there any differences in behaviour for the case that the DRB is anchored in MN or SN? 

SA3 answer: 

SA3 assumes that EN-DC5 (Option 3) does not provide integrity protection of the user plane. Integrity protection of user plane is only related to scenarios with 5GC, such as option 7 (LTE assisted DC to 5GC). 

With option 7, SA3 has not made any decision, however, situation where eNB does not support user plane integrity but gNB does, should be acceptable. However, if RAN2 makes a decision that would make the user plane integrity protection easily available in option 7 MeNB (e.g. that MeNB would support 5G RRC and 5G PDCP protocols), SA3 would be happy to assume that the user plane integrity could be available for all DRBs in option 7. 


From the above reply, SA3 confirmed that EN-DC doesn’t support UP integrity protection due to the connection to 4G CN, thus in the following we only discuss the cases of NE-DC and NGEN-DC.

SA3 indicated the basic behavior of DRB IP failure handling, i.e. discard the packet failing IP check or recover from HFN de-synchronization, but didn’t give suggestions on the handling if DRB IP check failure persists. So this case should be further discussed.

Proposal 16: For NE-DC, NGEN-DC and NR-DC, when DRB IP check failure is detected, discarding the packets failing IP check or trying to recover the PDCP COUNTs synchronization (if the 2 reasons could be distinguished) could be the ‘basic NW/UE behavior’.  

Considering the attacks may persist, it’s not safe to only apply the above conservative behavior. The threat level needs to be defined for NW/UE to decide whether to perform more critical actions. For instance, when the threat level is reached, the DRB which failed IP check or the whole connection should be suspended.

For simplicity, the handling of UE upon detecting ‘persistent’ DRB integrity check failure could align with the principle of ‘persistent’ SRB integrity check failure handling.

Proposal 17: In NE-DC, NGEN-DC and NR-DC, the UE behavior upon detecting ‘persistent’ DRB integrity check failure on either MN or SN could align with the principle of ‘persistent’ SRB integrity check failure handling. 

3. Conclusion

Security key related aspects in EN-DC
Proposal 1: It’s unnecessary to include the key choice IE in LTE RRC for MCG bearer configured with LTE PDCP, since UE can recognize the bearer is located in MCG by receiving LTE pdcp-config and KeNB shall be used for this bearer.

Observation 1: There’s no SA3 agreement that the scg-counter-like mechanism is adopted for NE-DC/NGEN-DC and NR-DC. If it’s adopted, forward compatibility problem may exist if we include a scg-counter IE in NR RRC in current stage since in the future the scg-counter-like mechanism might be different with the one we introduced now. 
Observation 2: Including scg-counter in NR RRC will lead to unnecessary exchanges at X2 interface and UE’s LTE part and NR part, which leads to additional X2 overhead and complexity in the UE.

Observation 3: Including scg-counter in NR RRC will cause scg-counter and S-KeNB to be both delivered in X2 interface: security risk may exist which need SA3 analysis.
Proposal 2: Based above observations it’s proposed to include scg-counter in LTE RRC.

Proposal 3: For EN-DC the derivation of S-keNB is based on LTE protocol (TS33.401). 

Proposal 4: The derivation of CP/UP integrity and ciphering key of SCG should follows NR protocol, i.e.UE shall foward the derived S-KeNB from its LTE part to NR part.

Security Algorithm related aspects in EN-DC

Proposal 5: At least in R15, MeNB/ SgNB uses the LTE/ NR security capability supported by the UE respectively in EN-DC.

PDCP COUNT wrap around in SCG
Proposal 6:  In EN-DC, similar mechanism of PDCP COUNT warp around handling of SCG as LTE-DC could be adopted, i.e. SN initiated SN change procedure is triggered if the S-KeNB needs to be refreshed.

Counter check: PDCP COUNTs delivery 
Proposal  7: For EN-DC, over the X2 interface the SN plainly sends the ERAB-id and UL/DL PDCP COUNTs values of SCG(split) DRBs to MN in CounterCheckRequest without including them in a NR container. 

Proposal 8: For EN-DC, the MN shall include the DRB id and the Most Significant Bits of PDCP COUNTs values (of MCG, SCG and split DRBs) in CounterCheck message with LTE RRC, i.e. without using NR container in this message.

Proposal 9: For EN-DC, the UE shall include the DRB id and the PDCP COUNTs values of MCG or SCG or split DRBs (which are detected as different with respect to the received corresponding ones of NW side) in CounterCheckResponse message with LTE RRC.

SRB IP check failure
Observation 4: The condition of triggering SCG failure mentioned by SA3 is inconsistent with what RAN2 agreed before, as SA3’s view is that to trigger SCG failure there needs to be ‘persistent’ SRB IP failures.
Observation 5: SA3 didn’t give the definition of ‘persistent’, i.e. continuous or accumulated over time? Without this definition the NW/UE cannot decide whether/when to perform SCG failure related procedures. If this is left to NW/UE implementation, problems will exist in UE conformance tests.
Proposal 10: Send a LS to SA3 to clarify whether ‘persistent SCG SRB integrity check failure’ mentioned in the previous reply LS (S3-172077) is a necessary condition for triggering SCG failure, and if so how to define ‘persistent’.

Proposal 11: If SA3 confirms the previous LS:

- Current agreements of SCG SRB IP check failure handling needs to be updated, 

- An additional counter-like mechanism and corresponding thresholds need to be introduced in both NW/UE to monitor the SCG SRB IP check failures and keep the consistency of UE behavior on whether/when to trigger SCG failure. 

Proposal 12: For NGEN-DC and NR DC, the UE behavior for the case of SCG SRB Integrity check failure should be consistent with EN-DC.

Proposal 13: For EN-DC, UE shall perform RRC re-establishment upon detection of MCG SRB integrity check failure

Proposal 14: For MR-DC and NR-DC (except for EN-DC), UE shall perform RRC re-establishment if reaching the predefined condition of MCG(split) SRB integrity check failures. The UE does not need to determine on which leg the SRB IP failure is detected
Proposal 15: In case that SN decides to initiate SN release due to SCG SRB/DRB integrity check failure, a corresponding cause needs to be carried in SN initiated SN release message.

DRB IP check failure
Proposal 16: For NE-DC, NGEN-DC and NR-DC, when DRB IP check failure is detected, discarding the packets failing IP check or trying to recover the PDCP COUNTs synchronization (if the 2 reasons could be distinguished) could be the ‘basic NW/UE behavior’.  

Proposal 17: In NE-DC, NGEN-DC and NR-DC, the UE behavior upon detecting ‘persistent’ DRB integrity check failure on either MN or SN could align with the principle of ‘persistent’ SRB integrity check failure handling. 
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