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1 Introduction
This paper discusses whether additional mechanisms are needed for preventing packet loss and out-of-order delivery during QoS flow relocation.
2 Discussion
In previous contributions, several companies have expressed views about potential packet loss and out-of-order delivery caused by QoS flow relocation/remapping [1] [2] [3]. Several solutions have been proposed in [3] such as the use of a SN space at SDAP and end markers, while it is argued in [1] that additional UE functionality should not be introduced since a clever gNB implementation can take care of these problems.  
When a QoS flow is relocated from one DRB to another DRB, the packets belonging to the QoS flow get mapped to two different PDCP entities. Since the relocation itself does not cause any loss of packets, we see no need to account for potential loss of packets due to QoS flow relocation. Note that if the DRBs are mapped to RLC AM, then (assuming LTE baseline), we expect the transfer to be completely lossless.
Proposal 1: Additional mechanism to prevent packet loss during QoS flow relocation is not needed.
Since there is a possibility for packets to get reordered during QoS flow relocation, different views were expressed on whether a solution is needed or not to prevent this out-of-order delivery issue.  Note that in downlink, a good gNB implementation can avoid the reordering problem since gNB can decide to initiate the re-mapping only at an occasion when there are no ongoing packet transmission on the relocated QoS flow in the “old” DRB, whereas there is no such freedom in uplink. In our view, since the receipt of out-of-order packets can lead to undesirable performance for some services (e.g., when TCP treats multiple out-of-order packets as an indication of packet loss and throttles down throughput), a mechanism to prevent performance degradation is needed. However, since not all QoS flows may need in-order delivery, there should be flexibility at the gNB to decide which QoS flows need in-sequence delivery. 
Proposal 2: A mechanism is needed to prevent out-of-order delivery during QoS flow relocation.
Proposal 3: It is up to the gNB to decide if a QoS flow needs to apply the mechanism to ensure in-order delivery during QoS flow relocation.
Additionally, since the mechanism is specific to the new QoS framework and it needs to guarantee delivery sequence across different PDCP entities, the function should be located in SDAP layer. 
Proposal 4: The functionality to ensure in-order delivery during QoS flow relocation should be located in SDAP layer.
As discussed above, we can think of several mechanisms that can be used as follows.
1. SDAP Tx buffering: The SDAP transmitter shall ensure the transmission of a remapped QoS flow is only started on new DRB after the transmission on old DRB is completed. One should note that, since the SDAP may need to buffer ongoing data during the flow remapping, this mechanism introduces additional delay.  

2. SDAP Rx reordering: Another mechanism that can be used is to perform reordering at SDAP receiver.  One straightforward approach for reordering is by adding SDAP sequence number across different DRBs, however this increases the overhead. Another way is to adopt a timer-based approach; the SDAP receiver starts the reordering timer when seeing a QoS flow relocated to a different DRB, and buffers all the data received on the DRB before timer expiry.  

3. Start/End marker based solution: Another mechanism that has been proposed to solve the out-or-order issue [3] is the use of end markers. In this approach, the SDAP transmitter adds an end marker to indicate the end of packet flow from the previous PDCP entity.  The SDAP transmitter delays submission of PDCP PDUs of the packet flow from the new PDCP entity until the end marker has been received and all packets belonging to the packet flow sent over the previous PDCP entity have been submitted. One disadvantage of this approach is that packets belonging to the new PDCP entity are unnecessarily delayed at the transmitter. Another disadvantage is that in some cases, there may no PDCP packet remaining in the old PDCP entity to add the end-marker. A slightly modified scheme would be to include a “start’ marker for packets belonging to the new PDCP entity. The SDAP transmitter can insert the start marker indication in the SDAP header, and the SDAP receiver does not need to wait for the end marker from the previous PDCP entity by receiving the packets from new PDCP entity with the start marker. If this approach is agreed, it can be further discussed whether we need to define such start or end marker as PDCP control PDU for reliability purposes.
Proposal 5: RAN2 to discuss the schemes to be used to address the issue of out-of-order delivery during QoS flow relocation.
3 Conclusions
Proposal 1: Additional mechanism to prevent packet loss during QoS flow relocation is not needed.
Proposal 2: A mechanism is needed to prevent out-of-order delivery during QoS flow relocation.
Proposal 3: It is up to the gNB to decide if a QoS flow needs to apply the mechanism to ensure in-order delivery during QoS flow relocation.
Proposal 4: The functionality to ensure in-order delivery during QoS flow relocation should be located in SDAP layer.
Proposal 5: RAN2 to discuss the schemes to be used to address the issue of out-of-order delivery during QoS flow relocation.
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