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Introduction
[bookmark: _GoBack]Last RAN2 meeting discussed the coordination between MN and SN originated RRC messages.   The following decisions were made:
Agreements
1:	For the SN/MN RRC reconfiguration requiring also MN/SN RRC reconfiguration, a MN RRC message is delivered with an embedded SN RRC message.

2	UE can be configured with an SCG SRB to allow SN RRC messages to be sent directly between UE and SN.

3:	For SN RRC reconfigurations not requiring any coordination with MN then SN RRC messages can be transported directly to the UE (or eNB implementation can be deliver it embedded within a MN RRC message)

4	Measurement reporting for mobility within the SN can be transported in SN RRC messages directly from UE to SN, if SCG SRB is configured. Detail rules for UE to select transmission path for UL message to be defined in WI.

5	These agreement do not imply that the UE has to do any reordering of RRC messages.


However, there was no decision on the success/failure handling of these messages when sent individually or embedded in an MCG RRC message.  This document discusses that topic further.
Discussion
What is “coordination”
RAN2 discussed about MCG and SCG messages that require “coordination”.  However, what exactly does “coordination” mean here has not been discussed properly.  RAN2 specifications primarily look at UE behaviour and such “coordination” should primarily be considered from UE perspective.   In other words, “coordination” in RAN2 implies coordination without which the MCG and SCG configurations will result in an invalid configuration in the UE  that results an  in the UE.  Thus from a RAN2 perspective:
Observation #1: Messages that need coordination are reconfiguration messages from an MN or SN that the node believes need an update of the configuration from the other node to ensure a valid UE configuration.  That is, the configuration from one node will be an invalid configuration in the UE if applied on its own without a reconfiguration of the other node configuration.
Encapsulation of SN messages that require coordination
As agreed in the last meeting, when an SCG originated message requires coordination it must be sent over MCG.  This may result in some associated MCG configuration change as well; that is, the SCG reconfiguration can result in an invalid configuration for the UE unless MCG also changes its configuration
SCG may also send reconfiguration that do not need coordination through the MCG as an implementation option (e.g., when NR direct SRB is not configured).  
Observation #2: SCG reconfiguration messages sent over MCG may or may not require corresponding MCG reconfiguration.  That is, messages that do not require coordination can also be sent over MCG.
RAN2 agreed that for the SN/MN RRC reconfiguration requiring also MN/SN RRC reconfiguration, the SN messages are embedded in an MN RRC message.  As discussed above, the MN reconfiguration required to ensure a combined valid configuration in the UE has to be carried in the encapsulating MCG RRC message itself so the UE can be guaranteed to receive the messages together.  If sent separately, there would a period when UE has applied just one of the RRC messages and the resulting configuration can be an invalid configuration.   Being part of the same message also gives a clear information to the UE that messages should be handled together.  
Proposal #1: When MCG and SCG reconfiguration messages require coordination, the SCG reconfiguration message must be encapsulated in an MCG RRC message that also carries the corresponding MCG reconfiguration that ensures that the combined configuration is valid.
This is shown in figure below.


Figure showing SCG configuration that needs coordination encapsulated in an MCG RRC message including corresponding MCG configuration

Joint success/failure
From the above, it is clear that if a UE applied only one of the two (MN or SN) reconfigurations in the combined message, it can result in an invalid configuration in the UE.  Hence if there is a failure of one of the messages that require coordination (i.e., the UE could not apply one of the reconfigurations), the UE shall not apply the other configuration.   Thus in these cases, a joint success or failure of the two reconfigurations is the only valid option.
As an implementation option (such as when direct SN RRC SRB is not configured) SN can also send messages that do not require coordination through the MN.  In these cases for example, it is possible for an MN to also include additional MN Reconfiguration that is not related to the SN reconfiguration.  If such encapsulation is used, it is possible to apply either one of these reconfigurations independent of the other and hence there is no need for a joint success failure.  Thus for this case, it would be wasteful to fail the MN reconfiguration part and perform a re-establishment (using LTE behaviour as an example) simply because the SN reconfiguration failed. 
A simple solution would be to Include a bit in the joint message to indicate whether joint/success failure applies for this message.  However, even this seems unnecessary because cases where they SN and MN reconfigurations happen simultaneously for non-related reconfigurations should not be often.   Even if it did happen, there seem to (at least) two implementation options to handle this:
1) Not use encapsulation for unrelated MN/SN reconfigurations.  It possible to provide them in separate MN RRC messages – that is, an empty MN reconfiguration with the embedded SN reconfiguration and another RRC message with the unrelated MN reconfiguration.   There is no delay consequence of this as no need to wait for a response to the first one before sending the second. Only consequence is addition L2 overhead of a separate RRC message but this doesn’t seem necessary to optimise for given it is rare.
2) Provide them jointly and accept joint failure if one of them failed.  This should still be acceptable since such failure of reconfiguration should be rare as network should not provide an invalid configuration to the UE in normal implementation.
Based on the discussion above, it is proposed:
Proposal #2: UE uses a joint success failure for messages in an encapsulating MN RRC message.
 
Failure of coordinated messages that are encapsulated in an LTE MN message should be treated similar to failure of the LTE MN message – that is with a re-establishment.   Since these failures are rare, there is no need to optimise further and failure of encapsulated SN reconfiguration that did not include any additional MN reconfiguration can also be treated as a failure of the MN configuration – with re-establishment.
Proposal #3: A failure of the MN RRC messages, including one encapsulating  SN RRC message with or without any MN reconfiguration fields triggers a re-establishment procedure.  
Response messages
The remaining discussion point is about how to send the response messages.
Even when SCG message is encapsulated in an MCG message, it requires its own response message as well.  Sometimes the response message may contain some information beyond the “ack”.  In addition,  each RRC request message should have its own peer RRC response message for easier and consistent protocol handling irrespective of the path or nature of the message.   
Proposal #4: Each SN RRC message should have its own RRC response message even when the SCG request message is encapsulated in an MCG RRC message.
Since coordinated messages always have to applied together, the two RRC entities in the UE have to coordinate with each other to ensure that both can succeed before each of the configurations is applied and responded to.  Hence it is possible to also send an encapsulated MN response message that includes the SN response message.  However, from network perspective, it does not make much of a difference whether they are sent as separate messages or not as each node only considers response messages for itself and positive response indicates success of the other reconfiguration as well .  The main difference will be the number of individual RRC messages sent over the radio and there it is a more efficient to use combined messages.
Proposal #5: For joint reconfiguration request messages, UE sends a joint MN RRC response message that encapsulates the SN RRC response message.
Summary and proposals
This document examined what coordination of MCG and SCG configuration implies from UE perspective.  It discussed how to ensure coordination and valid configuration in the UE and how to handle success/failure of the messages that need coordination.  Response messages for the coordinated reconfiguration messages is also discussed.  The following observations and proposals were made.
Observation #1: Messages that need coordination are reconfiguration messages from an MN or SN that the node believes need an update of the configuration from the other node to ensure a valid UE configuration.  That is, the configuration from one node will be an invalid configuration in the UE if applied on its own without a reconfiguration of the other node configuration.
Observation #2: SCG reconfiguration messages sent over MCG may or may not require corresponding MCG reconfiguration.  That is, messages that do not require coordination can also be sent over MCG.
Proposal #1: When MCG and SCG reconfiguration messages require coordination, the SCG reconfiguration message must be encapsulated in an MCG RRC message that also carries the corresponding MCG reconfiguration that ensures that the combined configuration is valid.
Proposal #2: UE uses a joint success failure for messages in an encapsulating MN RRC message.
Proposal #3: A failure of the MN RRC messages, including one encapsulating  SN RRC message with or without any MN reconfiguration fields triggers a re-establishment procedure.  
Proposal #4: Each SN RRC message should have its own RRC response message even when the SCG request message is encapsulated in an MCG RRC message.
Proposal #5: For joint reconfiguration request messages, UE sends a joint MN RRC response message that encapsulates the SN RRC response message.
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