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Introduction
[bookmark: _Ref178064866][bookmark: _GoBack]At RAN2-97 it was left for further study whether it should also be possible in NR not to reset the RLC entity during mobility. 
	=>	Whether to support HO without RLC re-establishment will be discussed in the WI when the RLC design is more clear



In this contribution we provide additional simulation results evaluating the potential savings due to maintaining the RLC protocol state during mobility. Based on the simulation results we propose not to introduce the additional mobility procedure option “without RLC re-establishment”. 
Additionally, we suggest that RAN2 should focus on accelerating those procedures that contributed significantly to the delay of the mobility procedure in LTE, namely RRC processing and L1 synchronization.
[bookmark: _Ref471293422]Discussion
Benefit of maintaining the RLC state during mobility
If, upon mobility, the RLC protocol is rest (as in LTE), the RLC receiver discards partially received RLC SDUs. It delivers all completely received PDCP PDUs to the PDCP layer even if preceding PDUs were missing. 
If, on the other hand, the RLC protocol would not be re-established during such mobility events, the RLC receiver would also maintain the partially received RLC SDUs (RLC PDU segments) and, after connecting to the target node, only the missing segments would need to be (re-)transmitted. 
Hence, the amount of RLC PDU segments that the RLC receiver could maintain, represent the “technology potential” of the additional mobility procedure in which the RLC state is not being reset. 
One should bear in mind that the above-mentioned discarding of the RLC protocol state may only impact the data “in flight” between the RLC TX and RLC RX at the time a radio link outage occurs. All completely received PDCP PDUs below the RLC receiver’s lower window edge as well as all data beyond the upper window edge are unaffected by the reset and hence that data does not matter for the comparison.
We performed a set of protocol simulations where we count in every TTI, the number of payload bytes in the UE’s RLC RX window that cannot yet be reassembled to PDCP PDUs. 
If a radio link switch would occur at this point in time, this already received but unrecoverable data would need to be resent on PDCP PDU level by the target. 
The following set of parameters was used in the simulation:
TTI = 1 ms, 
HARQ RTT = 4 ms,
5-MB FTP file download scenario,
Data rates (reflected in Transport Block sizes): 1 Gbps/100 Mbps/10 Mbps/1 Mbps.
Table 1 shows the measured overhead (unrecoverable RLC PDU Segments) for four different L1 data rates (detailed CDFs are enclosed in the Section 5). In all four cases in question, the 90th percentile of data overhead is at most 2.5 kB per a potential radio link switch occasion. The data overhead values can also be converted to the time domain by expressing the penalty in terms of fraction of the TTI (the two right-most columns of Table 1). This conversion reveals a trend, i.e. the inverse proportionality between time overhead and data rate due to the radio link capacity. For high data rates (1 Gbps to 10Mbps) the penalty in terms of extra retransmitted data is about 1.25kB. In the case of low data rates (1Mbps), the penalty is even smaller.
This is simply due to the fact that larger transport blocks contain several PDCP PDUs and at most the RLC PDU segments in the beginning and/or the end of the transport block may be unrecoverable if the preceding/following transport block has not yet been received. Smaller transport blocks (at lower L1 data rates) contain only a fraction of an IP packet. Hence, if one transport block is in flight, it makes the data in “neighboring” HARQ processes unrecoverable. 
[bookmark: _Ref478051668]Table 1: Simulation results: Amount of received but unrecoverable RLC payload bytes 
(RLC segments) being lost when re-establishing RLC upon mobility. 
	
	Data overhead
	Time overhead

	Data rate
	Mean 
	90th percentile
	Mean 
	90th percentile

	1 Gbps
	1.25 kB
	2.5 kB
	0.01 TTI
	0.02 TTI

	100 Mbps
	1.25 kB
	2.5 kB
	0.1 TTI
	0.2 TTI

	10 Mbps
	1.25 kB
	2.5 kB
	1 TTI
	2 TTI

	1 Mbps
	0.25 kB
	0.5 kB
	2 TTI
	4 TTI



A number of aspects should be kept in mind when interpreting the above results:
The results are independent of the frequency of radio link switch. In other words, the results quantify the loss/benefit of resetting/keeping RLC per mobility event. 
Channel simulations at 39 GHz indicate that radio link outages are expected to occur about once every 2.5 sec when “blockers” move at 30 km/h. Hence, a “loss” of about 1.25 kB every 2.5 sec equals to an average loss in data rate of about 0.5 kbps, which is negligible compared to the data rates anticipated by NR operating in this spectrum.
The penalty is further reduced for shorter TTIs and lower latencies. The TTI used in simulations equals 1 ms whereas NR will often use shorter TTIs (in particular in high carrier frequencies where mobility is expected to be frequent). Hence, also the amount of data in each HARQ processes decreases and therefore, the amount of received but unrecoverable RLC PDU segments will be smaller than seen in these results. 
The time penalty values obtained in the simulations can be considered negligible also due to the fact that they are significantly lower than typical times necessary for executing a number communication-critical functionalities, such as link problem detection or status report triggering.
In light of the above results, it seems clear that the performance benefit of maintaining an RLC entity during mobility events is negligible. 
[bookmark: _Toc478056318][bookmark: _Toc478056333][bookmark: _Toc478126644]The overhead due to re-establishing RLC upon mobility is negligible (both in terms of delay as well as in terms of the amount of data). 
To minimize the flavours of such essential procedures we hence propose the following:
[bookmark: _Toc471293421][bookmark: _Toc471297727][bookmark: _Toc471301040][bookmark: _Toc471307101][bookmark: _Toc471307248][bookmark: _Toc471308324][bookmark: _Toc471459473][bookmark: _Toc471459518][bookmark: _Toc471459531][bookmark: _Toc471459544][bookmark: _Toc471459565][bookmark: _Toc471459609][bookmark: _Toc473537099][bookmark: _Toc478056321][bookmark: _Toc478056336][bookmark: _Toc478126647]Like in LTE, NR PDCP recovers from packet losses due to mobility when triggered by RRC. 
[bookmark: _Toc471459474][bookmark: _Toc471459519][bookmark: _Toc471459532][bookmark: _Toc471459545][bookmark: _Toc471459566][bookmark: _Toc471459610][bookmark: _Toc473537100][bookmark: _Toc478056322][bookmark: _Toc478056337][bookmark: _Toc478126648]Like in LTE, RLC is re-established and MAC is reset upon mobility triggered by RRC.
Accelerating mobility
In LTE one can observe an interruption of the data transfer upon handover. However, this is not due to the execution of the MAC reset and the RLC/PDCP re-establishment but rather due to the relatively long time that UEs may use to process the RRC reconfiguration message and due to the long L1 re-synchronization towards the target cell. 
[bookmark: _Toc471293415][bookmark: _Toc471297721][bookmark: _Toc471301034][bookmark: _Toc471307114][bookmark: _Toc471307242][bookmark: _Toc471308318][bookmark: _Toc471459469][bookmark: _Toc471459514][bookmark: _Toc471459527][bookmark: _Toc471459540][bookmark: _Toc471459561][bookmark: _Toc471459605][bookmark: _Toc473537095][bookmark: _Toc478056319][bookmark: _Toc478056334][bookmark: _Toc478126645]The triggers to the mobility procedure (measurements, filtering, reporting) and the L1 synchronization to the target cell take a lot more time than the mobility execution in the user plane protocols.
Accelerating handovers is important considering that cells will be smaller and handovers more frequent when operating at high frequency bands. It is therefore important to reduce the L1 synchronization delay (preferably synchronize to the target before detaching from the source cell). This will also allow less/shorter filtering of the RRM measurements and thereby more aggressive handovers as needed in high frequency bands. 
[bookmark: _Toc471293416][bookmark: _Toc471297722][bookmark: _Toc471301035][bookmark: _Toc471307115][bookmark: _Toc471307243][bookmark: _Toc471308319][bookmark: _Toc471459470][bookmark: _Toc471459515][bookmark: _Toc471459528][bookmark: _Toc471459541][bookmark: _Toc471459562][bookmark: _Toc471459606][bookmark: _Toc473537096][bookmark: _Toc478056320][bookmark: _Toc478056335][bookmark: _Toc478126646]In order to reduce the handover delay, the RRC processing and L1 synchronization delay should be minimized.
[bookmark: _Toc471301041][bookmark: _Toc471307102][bookmark: _Toc471307250][bookmark: _Toc471308326][bookmark: _Toc471459475][bookmark: _Toc471459520][bookmark: _Toc471459533][bookmark: _Toc471459546][bookmark: _Toc471459567][bookmark: _Toc471459611][bookmark: _Toc473537101][bookmark: _Toc478056323][bookmark: _Toc478056338][bookmark: _Toc478126649]RAN2 and RAN1 should aim to reduce the RRC processing and L1 synchronization delay during mobility events in order to ensure short user plane interruptions during mobility events. 
[bookmark: _Toc458688128][bookmark: _Toc458688133][bookmark: _Toc458700495][bookmark: _Toc458688134][bookmark: _Toc458700496][bookmark: _Toc458461065][bookmark: _Toc450773277][bookmark: _Toc450773306][bookmark: _Toc450773354][bookmark: _Toc450773369][bookmark: _Toc450774156][bookmark: _Toc450814189]Conclusion
[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]In section 2 we made the following observations:
Observation 1	The overhead due to re-establishing RLC upon mobility is negligible (both in terms of delay as well as in terms of the amount of data).
Observation 2	The triggers to the mobility procedure (measurements, filtering, reporting) and the L1 synchronization to the target cell take a lot more time than the mobility execution in the user plane protocols.
Observation 3	In order to reduce the handover delay, the RRC processing and L1 synchronization delay should be minimized.

Based on the discussion in section 2 we propose the following:
Proposal 1	Like in LTE, NR PDCP recovers from packet losses due to mobility when triggered by RRC.
Proposal 2	Like in LTE, RLC is re-established and MAC is reset upon mobility triggered by RRC.
Proposal 3	RAN2 and RAN1 should aim to reduce the RRC processing and L1 synchronization delay during mobility events in order to ensure short user plane interruptions during mobility events.
Reference
R2-1700414, “Second level retransmissions in NR”, Ericsson, RAN2 NR AH, 17th-19th January 2017, Spokane, USA
R2-1700865, “RLC ARQ vs. PDCP data recovery during mobility”, Ericsson, RAN2-97, Athens
[bookmark: _Ref478052731]Annex – Simulation Results
CDFs of the amount of data (RLC Segments) that was successfully received by the RLC receiver but from which PDCP PDUs could not yet be recovered due to not-yet-received adjacent HARQ processes. 
The two separate curves in one graph represent two simulation runs (same parameters but different seed). 
Note that cases in which no unrecoverable segments were left in the RLC window are not counted since it is not easy to determine whether the absence of unrecoverable data is due to successful in-sequence reception or due to unavailability of more data (e.g. during TCP slow start). A handover occurring in any such subframe (without unrecoverable RLC Segments), would of course not benefit from maintaining the RLC state. Hence, in particular for high data rates the benefit of keeping the RLC state is even smaller than shown in the figures below. 
[image: ]
Figure 1: Incomplete RLC PDU Segments @ 1-Gbps data rate: mean = 1.25 kB, 90th perc = 2.5 kB
[image: ]
Figure 2: Incomplete RLC PDU Segments @ 100-Mbps data rate: mean = 1.25 kB, 90th perc = 2.5 kB
[image: ]
Figure 3: Incomplete RLC PDU Segments @ 10-Mbps data rate: median = 1.25 kB, 90th perc = 2.5 kB  
[image: ]
Figure 4: Incomplete RLC PDU Segments @ 1-Mbps data rate: mean = 0.25 kB, 90th perc = 0.5 kB  
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