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1 Introduction

During recent RAN2 meetings, progress has been made on the NR QOS architecture. However very little discussion has taken place on the impacts of NR QOS on the Dual-Connectivity Architecture. In this contribution we study the DC architecture in more detail.
2 Non-Dual Connectivity QOS Architecture
For the non-DC architecture, RAN2 agreed that there is a change in QOS architecture. Main change is that we go from an architecture with E-RAB+DRB with fixed one to one mapping, to an architecture with PDU-session + DRB’s with no one to one mapping. This is shown in figure 1.
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Figure 1: Non-DC QOS architecture in LTE(left) and NR (right) 

3 LTE+LTE DC QOS Architecture

A simplified overview of the LTE DC QOS Architecture is shown in figure 2. What we can see in figure 2 is that when traffic is moved from MeNB to the SeNB, it is the traffic corresponding to one EPS bearer that is moved to the SeNB. In more detail:

· The endpoint for the GTP tunnel for the concerning EPS bearer/E-RAB is moved from the MeNB to the SeNB.

· Different EPS bearers from one PDN connection can be handled by different eNB’s, e.g. some EPS bearers by the MeNB, some others by the SeNB. This could e.g. be useful in the case that on one PDN connection there is both an EPS bearer for a voice call and an EPS bearer for best effort Web Browsing. In that case the MeNB might want to keep the EPS bearer for voice on the MCG, and move only the EPS bearer for best effort data to the SeNB. 
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Figure 2: LTE+LTE DC QOS architecture
4 NR+NR DC QOS Architecture

Next we examine the situation for NR + NR. First let us attempt the same approach as used in LTE (“option 1”) i.e. we move the complete NG tunnel from MeNB to SeNB as shown in figure 3:
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Figure 3: NR + NR DC QOS architecture (Option 1)
When examining in more detail, we think Option1 does not work: functionally, Option1 is same/similar as moving all EPS bearers of one PDN connection from MeNB to SeNB in an EPC solution. If only this case is supported, this might be quite restrictive: i.e. this approach does not enable the MeNB to move only some QOS flows to the SeNB. E.g. assume a PDU session is handling a voice call and best effort data, the MeNB might want to move the best effort data to the SeNB while keeping the voice call in MeNB. This would not be supported if we only have the option1 approach.
Figure 4 shows an alternative approach for NR + NR QOS:
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Figure 4: NR + NR DC QOS architecture (Option 2)
In this alternative, there are two PDU session tunnels between CN and RAN, i.e. one between CN and MeNB, and one between CN and SeNB. In this option: 

· MeNB can ask the 5G-CN to establish a second backhaul tunnel for the same PDU session at SeNB addition i.e. there will be two tunnels established in parallel for one PDU session

· Next, MeNB can ask 5G-CN to move certain QOS flows to the other PDU session tunnel

· E.g. move best effort data QOS flow from tunnel 2-a to tunnel 2-b

· Smallest granularity of traffic known to the RAN is QOS flow (Not IP flow).   

Option 2 is basically providing the same functionality to the RAN as was present in LTE+LTE DC, i.e. the move is not on PDN connection/CN-GW level, but at a sub-level corresponding to a certain Quality of Service. Since option2 removes the drawbacks of option1, we like to propose:
Proposal 1: 
In NR+NR DC, multiple tunnels can be established on NG for one PDU session. I.e. one tunnel per eNB.
Proposal 2:
The MeNB can decide to move a QOS flow from one PDU session tunnel to another PDU session tunnel (same PDU session). In this case it will send a concerning request to the CN.

We assume there will be coordination required between MeNB and SeNB before a QOS flow can be moved. Therefore it seems to make sense to us that the Xn/NG signalling for moving a QOS flow takes place in the Control-Plane. 

Proposal 3:
NG signalling/Xn coordination for moving QOS flows takes place in the Control Plane. 
During RAN2 NR Ad Hoc in Spokane, RAN2 agreed that a single PDAP entity is configured per PDU session, see following box.

Agreements

1: A new user plane AS protocol layer (e.g. PDAP) above PDCP should be introduced to accommodate all the functions introduced in AS for the new QoS framework, including:

-
QOS flow->DRB routing; 

-
QoS-flow-id marking in DL packets;

-
QoS-flow-id marking in UL packets;.

2
The new protocol layer is applicable for all cases connecting to the 5G-CN
3:
Single protocol entity is configured for each individual PDU session.
In accordance with the proposal 1, there would however be a tunnel per eNB. In [1] we propose that MeNB is responsible for SCG DRBs (i.e. establishment) and for deciding the mapping of QOS flow to SCG DRBs. However, as PDAP merely concerns the user plane layer functionality, we think that in case of NR+NR DC, there may be a PDAP entity per eNB the UE is connected to.

Proposal 4: 
In NR+NR DC, multiple PDAP entities can be established on NG for one PDU session. I.e. one entity per eNB.
5 When to apply what QOS architecture ?

In the above we described the LTE + LTE DC QOS architecture, and we described the NR + NR DC QOS architectures. However there are several other (especially mixed RAT) DC cases for which also the architecture would have to be decided.

We assume that the CN type used determines what DC QOS architecture is applied. This results in the following applicability: 
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	=> LTE+LTE DC QOS architecture applicable to following DC cases:

· DC: MeNB LTE + SeNB LTE

· DC: MeNB LTE + SeNB NR


	=> New NR+NR DC QOS architecture applicable to following DC cases:

· DC: MeNB NR 
+ SeNB NR

· DC: MeNB eLTE 
+ SeNB NR

· DC: MeNB NR 
+ SeNB eLTE 

· DC: MeNB eLTE 
+ SeNB eLTE 


Proposal 5:
The CN type to which the RAN is connected determines the applicable DC QOS architecture, i.e.:
· EPC CN: 
LTE+LTE DC QOS architecture

· 5G CN:
NR+NR DC QOS architecture 

6 Conclusions
RAN2 is requested to discuss and if possible agree on the following proposals w.r.t. DC architecture:
Proposal 1: 
In NR+NR DC, multiple tunnels can be established on NG for one PDU session. I.e. one tunnel per eNB.

Proposal 2:
The MeNB can decide to move a QOS flow from one PDU session tunnel to another PDU session tunnel (same PDU session). In this case it will send a concerning request to the CN.

Proposal 3:
NG signalling/Xn coordination for moving QOS flows takes place in the Control Plane. 

Proposal 4: 
In NR+NR DC, multiple PDAP entities can be established on NG for one PDU session. I.e. one entity per eNB.

Proposal 5:
The CN type to which the RAN is connected determines the applicable DC QOS architecture, i.e.:

· EPC CN: 
LTE+LTE DC QOS architecture

· 5G CN:
NR+NR QOS architecture 
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