Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN WG2 #90
Tdoc R2-152330
Fukuoka, Japan, 25–29 May 2015
Agenda Item:
7.9
Source:
Ericsson
Title:
PDCP data transfer procedure for uplink bearer split 
Document for:
Discussion, Decision
1 Introduction

One of the objectives of the new Rel-13 WI on “DC enhancements for LTE” [1] is the introduction of uplink bearer split. In this paper we discuss the uplink PDCP data transfer procedure and how to avoid gaps in the uplink PDCP SNs and unnecessary reordering delays due to the PDCP discard function.
2 Discussion

2.1 PDCP data available for transmission

In RAN2#89bis, the following agreements were made:

=>
For a split bearer, go for double reporting + threshold

=>
If the PDCP data amount is above threshold, both MAC entities triggers BSRs.

=>
If the PDCP data amount is less than threshold, only one MAC entity triggers BSR.

In order to determine the threshold used for controlling the double BSR reporting in dual connectivity, we propose the addition of a new PDCP variable: doubleReportingThreshold, configured by RRC. When the PDCP data amount is above the doubleReportingThreshold, PDCP reports data as available to both MCG and SCG MAC entities. Thus, both MAC entities will trigger BSR. This way, buffer reporting and handling of the threshold can be confined in the PDCP layer, where the UL split actually occurs, and no changes in the MAC layer are needed. 
Proposal 1 A new PDCP variable doubleReportingThreshold is introduced to determine how PDCP data available for transmission is reported to lower layers for split bearers supporting uplink data split.

Proposal 2 When data available for transmission at the PDCP layer is above doubleReportingThreshold, PDCP reports all data available for transmission to both MCG and SCG MAC entities. 

In the current PDCP specification [2], data available for transmission is reported to lower layer MAC of the configured uplink. A state variable ul-DataPath is used to determine whether data is reported to the MAC entity configured for MCG or SCG. The agreement in RAN2#89bis did not specify which MAC entity should trigger the BSR if PDCP data amount is less than the threshold. In our view, data should then be reported to the MAC entity of the configured uplink according to ul-DataPath.
Proposal 3 When data available for transmission at the PDCP layer is below doubleReportingThreshold, PDCP reports data available for transmission only to the MAC entity of the configured uplink according to ul-DataPath. 

We have provided a draft CR to illustrate the required changes to 36.323, Section 4.5 Data available for transmission [4].
2.2 PDCP data transfer procedure

How PDCP data is transferred in the uplink needs further attention when the uplink split is introduced. Some aspects for UL data transfer in PDCP are for example left to UE implementation, e.g. currently, the delivery of PDCP PDUs to lower layers as well as avoiding that not more than half the PDCP SN space is in flight is left for UE implementation. However, there are some aspects which need to be changed.

In [3] we describe two possible solutions for how PDCP delivers PDCP PDUs to lower layers in case of uplink bearer split: pushing from PDCP to lower layers, or pulling from PDCP from lower layers. 
With the pushing solution PDCP PDUs are delivered to lower layer immediately upon arrival of SDU, as long as not more than half the PDCP SN space is in use. However, the problem with this solution is that PDCP PDUs can get stuck in the “wrong” RLC queue (with bad throughput), while the other RLC queue would be nearly empty due to increased throughput and small queue. PDCP PDUs getting stuck in the wrong RLC queue would not happen with the pulling solution. With this solution, the PDCP does not immediately deliver PDCP PDUs to lower layer. When RLC of either cell group receives a transmission opportunity notification with the total size of RLC PDUs to be transmitted in the transmission opportunity from lower layer, the RLC would in a similar fashion notify PDCP of a transmission opportunity with the total transmission size. Then the PDCP delivers a proper amount of PDCP PDUs to the pulling RLC, which delivers them after processing to the lower layer to be transmitted within this transmission opportunity. Therefore every PDCP PDU delivered to lower layer gets transmitted right away and no PDCP PDUs get stuck in wrong queues as in a push based transmission scheme. 

A consequence of the agreement in RAN2#89bis to introduce a threshold to determine double BSR reporting based on data amount available in PDCP buffers, is that in order to work correctly, this requires data to be buffered in the UE on the PDCP layer, and to be delivered to lower layers for transmission only when an unlink scheduling grant is received, that is, a pull based mechanism.
Proposal 4 PDCP delivers data to lower layers only upon receiving uplink scheduling grants. 

The above applies when PDCP data available for transmission is above the doubleReportingThreshold. When PDCP data available for transmission is below the doubleReportingThreshold, there are two possibilities for how data is delivered to lower layers:

1)  No restriction: PDCP delivers data to any CG (given that uplink grant is received for the CG)
2)  Restriction based on ul-DataPath: PDCP data is only delivered to CG indicated by ul-DataPath 
(MCG or SCG, given that uplink grant is received for the CG) 
Solution 1) provides greater scheduling flexibility, but a benefit of 2) is that it solves possible scheduling deadlock situations. For instance, in [3] we showed the example in figure 1. 
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Figure 1. BSR procedure for the MeNB bearer (DRB1) and a split bearer (DRB2).

The UE is configured with a MCG bearer (DRB1) and with the split bearer DRB2. BSR reporting of the DRB2 is configured towards the SeNB. Assume that 1000 bytes of data arrives for both bearers simultaneously. For DRB1, the UE sends BSR1 towards MeNB and for DRB2, the UE sends BSR2 towards the SeNB. First the UE is scheduled with a grant of 1000 bytes from the MeNB. If multiplexing of MAC SDU is up to UE implementation or the (temporal) priority of DRB2 is higher in LCP, then the UE selects data of DRB2 and sends data of that bearer with the grant. Later on the UE receives a grant of 1000 bytes from the SeNB intended for the DRB2. However, now there is no data left for any bearers mapped to the SeNB. Thus the UE sends padding to the SeNB. Data of DRB1 gets stuck in the UE until the MeNB receives new information e.g. via periodic BSR. 

The issue in the scenario above is mainly present for small amounts of data, i.e. when PDCP data is below doubleReportingThreshold. Thus by specifying that PDCP only delivers data according to ul-DataPath, it is ensured that UE only sends data to the same eNB where the BSR is sent, and the problem described above can be avoided.
In addition, it should be noted that for small data (e.g. TCP ACK), many times it is preferable to select the eNB that has a shortest delay. Transmission via MeNB would minimize the round trip delay as there would not be additional delay due to X2 backhaul. Thus MeNB could be preferable to maximize the TCP throughput even there are resources in the SeNB.

Proposal 5 When data available for transmission is below doubleReportingThreshold, PDCP delivers data to lower layer according to scheduling grants on the ul-DataPath.

We have provided a draft CR to illustrate the required changes to 36.323, Section 4.2.2 PDCP entity [4].
2.3 PDCP SN allocation

Important to note is that the pull based transmission procedure of PDCP PDUs described above leaves the allocation time of the SN up to UE implementation, and is in this respect a flexible solution. The UE may choose to assign PDCP PDU SN and perform encryption before the actual transmission. Still, in order to avoid issues with PDCP discard and unnecessary reordering in the PDCP receiver as described in [5], a good UE implementation is to assign the PDCP SN as late as possible to avoid the PDCP discard function to cause gaps in the PDCP SNs and subsequent reordering delays in the PDCP receiver. Assigning PDCP SNs late, and thus avoiding this problem, would not be possible in a push based PDCP operation where PDCP PDUs are delivered to lower layers immediately upon SDU arrival.
We believe the exact time of the PDCP SN allocation should be left for UE implementation. This could be captured in the PDCP specification with a note similar to the existing one on preventing allocation of more than half the PDCP SN space. Currently, the following note is present in the specification:

NOTE:
Associating more than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs, when e.g., the PDCP SDUs are discarded or transmitted without acknowledgement, may cause HFN desynchronization problem. How to prevent HFN desynchronization problem is left up to UE implementation.

In RAN2#89bis, the following note was proposed in [6] to avoid the SN gap issue:

NOTE:
For split bearers, discarding a PDCP SDU already associated with a PDCP SN causes a SN gap in the transmitted PDCP PDUs, which increases PDCP reordering delay in the receiving PDCP entity. How to prevent SN gap in the transmitted PDCP PDUs after PDCP SDU discard is left up to UE implementation.
We think this could be a suitable way to capture the UE behavior, but we are open to exact wording.

Proposal 6 To avoid gaps in the reordering window, SN should be allocated late for the PDCP PDU. 

Proposal 7 Details when to allocate the PDCP PDU SN could be left for UE implementation with a note in 36.323 on the consequences of discarding a PDCP SDU already associated with a PDCP SN.
3 Conclusion

Based on the discussion in section 2 we propose the following:
Proposal 1
A new PDCP variable doubleReportingThreshold is introduced to determine how PDCP data available for transmission is reported to lower layers for split bearers supporting uplink data split.
Proposal 2
When data available for transmission at the PDCP layer is above doubleReportingThreshold, PDCP reports all data available for transmission to both MCG and SCG MAC entities.
Proposal 3
When data available for transmission at the PDCP layer is below doubleReportingThreshold, PDCP reports data available for transmission only to the MAC entity of the configured uplink according to ul-DataPath.
Proposal 4
PDCP delivers data to lower layers only upon receiving uplink scheduling grants.
Proposal 5
When data available for transmission is below doubleReportingThreshold, PDCP delivers data to lower layer according to scheduling grants on the ul-DataPath.
Proposal 6
To avoid gaps in the reordering window, SN should be allocated late for the PDCP PDU.
Proposal 7
Details when to allocate the PDCP PDU SN could be left for UE implementation with a note in 36.323 on the consequences of discarding a PDCP SDU already associated with a PDCP SN.
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