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1. Introduction
In the last RAN2#89-bis meeting in Bratislava RAN2 have discussed the introduction of the user plane network interface between the eNB and the WLN to carry PDCP PDUs for LTE/WLAN aggregation. The following alternatives have been proposed:

1. GTP-U based network interface between the eNB and the WLN, based on Release-12 Dual Connectivity architecture.

2. IP tunnel between the eNB and the UE via the WLN, transparent to the WLN.

3. IPsec tunnel between the eNB and the UE via the WLN, transparent to the WLN.

GTP-U based alternative is the only one which is within the WID [1] scope. Nevertheless, it this contribution we provide a technical analysis of the three alternatives proposed to illustrate that the GTP-U alternative is substantially simpler and more efficient. 
This analysis is provided for information only. RAN2 should follow the WID and to define a GTP-U interface based on the Dual Connectivity architecture.
2. Discussion
2.1 IP Tunnel

The IP tunnel alternative is illustrated by the figure below:
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The main advantage of this alternative is that it may be implemented with no changes to the WLAN network infrastructure. However, the disadvantages are many fold.

2.1.1 Feedback/flow control

RAN2 have agreed that LTE/WLAN aggregation based on solution 3c required flow control and that the aggregation based on solution 2c required feedback from the WLAN side. Since IP tunnel is transparent to the WLN, this alternative does not allow implementing feedback/flow control on the network side. To compensate for this, UE based feedback on the LTE air interface can be used, however it cannot be as frequent as network based feedback, adds UE impact and may reduce the aggregation performance gains. Note that 3GPP Release 12 study on dual connectivity reported that inter-site aggregation gains achievable with option 3C required frequent feedback over the network interface between the eNB and AP (see TR 36.842 [3], Annex F, where a flow control periodicity on the order of 5 ms is used for the gains shown).  Adding similar feedback on the UE side can be expensive in terms of overhead on the air interface.
2.1.2 UE implementation

IP tunnel alternative introduces significant complexity for UE implementation, which will impact at least the UE battery life and potentially performance. The figure below illustrates the path the downlink PDCP PDU will travel inside the UE with the IP tunnel approach (note that both options 2C and 3C being considered for R13 standardization are based on offloading traffic below the PDCP layer, hence the discussion applies to both solutions)
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NOTE: The figure above illustrates a common UE implementation. Other UE implementations may be possible.

When the PDCP PDU is received by the WLAN modem, since it is encapsulated in the IP packet, the baseband needs to forward the packet to the TCP/IP stack, typically implemented in the applications processor. Once the PDCP PDU is decapsulated from the IP header in the applications processor, it needs to be forwarded back to the baseband for PDCP decryption and reordering when the bearer is split, after which it needs to be forwarded once again back to the applications processor.

It must be noted that in most implementations the application processor and the baseband have separate address spaces, therefore moving packets between the baseband and the applications processor is a heavy process, that may severely impact the UE battery life and complicate the UE implementation.

2.1.3 IP address allocation

Establishing an IP tunnel between the UE and the eNB requires the UE to obtain an IP address routable to the eNB on the WLAN interface. This is not a globally routable UE IP address allocated by the P-GW, but rather a local IP address routable to the eNB. We note that other alternatives do not require allocation of additional IP address on WLAN. The UE would have to acquire this IP address after every handover to a new eNB and IP address acquisition will add to the aggregation activation delay, negatively impacting performance.
2.1.4 Standards impact

IP tunnel alternative has bigger standardization impact, compared to the GTP-U. This is because GTP-U has already been studied in Release-12 for Dual Connectivity, whereas IP tunnel approach is something conceptually new that has never been studied in RAN2. 
For IP tunnel alternative, the following issues will have to be discussed and standardized:

1. Which IP tunnel technology we use, e.g. IP in IP (RFC 2003), Generic Routing Encapsulation (GRE) (RFC 1702) or other.

2. Which node (the UE or the eNB) trigger the tunnel establishment.
3. How IP address is communicated (from the UE to the eNB or from the eNB to the UE, depending on the answer to the previous bullet)

We also point out that e.g. RFC 2003 that specifies the IP in IP tunneling, does not specify the tunnel establishment procedure, which will also have to be discussed in RAN2.

This is in comparison with GTP-U which has been fully studied in Release-12 for Dual Connectivity and requires zero standards changes.
2.1.5 eNB impact

Currently eNBs do not establish tunnels to every UE. This is a completely new functionality, which needs to be added to the eNB, in comparison which GTP-U, which most eNBs implement already.
2.1.6 Deployment issues
In certain deployment scenarios, the UE may be located behind NAT and may not be able to obtain an IP address directly routable to the eNB. For these scenarios, RAN2 will have to discuss and define NAT traversal procedures.
2.1.7 PDCP Payload 
Most IP tunnelling technologies are designed to carry IP traffic, not PDCP. RAN2 will have to discuss how to overcome this issue. One potential solution is to define a new IP protocol number for PDCP, for which 3GPP will have to coordinate with IETF.
2.2 IPsec
With the IPsec alternative there is an IPsec tunnel between the eNB and the UE going via the WLN. It’s advantages and many disadvantages are identical to these of the IP tunnel alternative, however it does have a number of additional disadvantages, described below.

Before establishing an IPsec tunnel the eNB and the UE (the IPsec peers in this context) need to perform a security association, e.g. using Internet Key Exchange (IKE or IKEv2), for which they need to be provisioned with the security keys. This adds substantial complexity to the LTE/WLAN aggregation.
Additional disadvantage of the IPsec alternative is the overhead of encrypting the traffic. In LTE/WLAN aggregation the payload (i.e. PDCP PDUs) is already encrypted. Additionally, it is very likely that WLAN encryption will be used with the aggregation. IPsec adds a third layer of encryption, which is completely unnecessary.

2.3 GTP-U

GTP-U approach for LTE\WLAN aggregation is similar, if not identical, to how GTP-U is used for Release-12 Dual Connectivity. At least for user plane, GTP-U with enhancements defined for Dual Connectivity can be re-used “as is”, without any changes. This alternative is illustrated in the figure below
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GTP-U carries PDCP PDUs between the eNB and the WLN, exactly as it does for Dual Connectivity. Therefore, there is no standards impact and no eNB impact for this alternative. 
GTP-U DL DATA DELIVERY STATUS can be re-used with minimal changes to provide feedback to implement flow control. Not only this has minimal standards impact, but also network based feedback/flow control is more efficient and reduces the eNB and the UE impact.

There are no “hidden stones” as this architecture has been extensively studied in Release-12 for dual connectivity. 

In order to carry PDCP PDUs, a new Ethertype should be defined. In that respect GTP-U alternative is similar to the IP tunnel alternative, which also requires definition of a new IP protocol number.

The only drawback of the GTP-U alternative is thatAP changes are required  to implement GTP-U. First we note that such changes are limited to software changes only and may be implemented via software upgrade.  We  must also recall that:

1. RAN2 have already agreed to standardize a control plane interface to the WLN, which has even bigger impact.

2. In WLAN deployments with Access Controller (AC), the impact is limited to software upgrade of the AC. The standalone APs do not have to be upgraded.
3. It is likely that operators will upgrade their WLAN deployments to 802.11ac in the coming years, which is a good opportunity to introduce aggregation.
2.4 Comparison

The table below summarizes the comparison between the GTP-U and IP tunnel alternatives discussed above.

	
	Aggregation Performance Gain
	UE Implementation Complexity
	eNB Impact
	Standardization Impact
	Non-3GPP Standardization Impact
	AP Impact

	GTP-U
	High
	Low
	Low
	Low
	Low
	Medium

	IP Tunnel
	Medium
	High
	High
	High
	Low
	Low
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Figure � SEQ Figure \* ARABIC �2�: UE implementation with IP tunnel alternative





LTE modem





WLAN modem





TCP/IP stack





Applications Processor














Baseband





UE





Figure � SEQ Figure \* ARABIC �3�: Network architecture with GTP-U
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