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1
Introduction
During the RAN2#89bis meeting in Bratislava a first attempt to address the issues raised in WID RP-150491 has been made. Key requirements concerning Multicarrier Load Distribution mechanisms have been agreed. The obvious next step is to assess the existing methods and verify how well they can be utilized to achieve defined goals. The successful implementation of Multicarrier Load Balancing schemes is a condition of paramount importance to tackle the variety of network deployments and continuously increasing traffic demand.
2
Discussion
In LTE main method of controlling UE distribution within different carriers/cells is by using reselection priorities. Currently there are two ways to execute cell reselection with priorities in IDLE mode: broadcasted priorities and dedicated priorities. 
The first way is straightforward: assign a certain priority level to own and neighbouring frequency layers and broadcast it (via SIB messaging) within the network. Basically UEs will select a carrier with highest priority as long as such a carrier fulfills certain quality requirements such as received signal power. Such an approach is sufficient and effective but mostly in case of simple and homogeneous LTE deployments. This approach can also be limited as purely broadcast based method will direct most of UEs in similar location to the same cells. 
Cell-level granularity is not guaranteed also by the second aforementioned scheme: dedicated priorities.  These are communicated explicitly via RRCConnectionRelease message i.e. UE needs to be in RRC_CONNECTED in order to be able to receive dedicated priorities. Afterwards the UE is expected to use the obtained priorities while executing IDLE mode measurements for cell reselection. 
The rest of the paper analyzes currently existing mechanisms and their usability to meet the requirements defined during RAN2#89bis meeting. The requirements (numbered #1 to #7) are as follows:

1) It should be possible under network control to re-distribute among the different carriers a fraction of users currently camped on these carriers

2) It should be possible under network control to distribute among the different carriers a fraction of users moving into the cells from other cells

3) Different deployment scenarios should be supported – macro only networks, co-channel and inter-frequency small cell deployments

4) It should be possible to control the load distribution among individual cells rather than only on a carrier level (for example the scenario that the macro cell in a co-channel Het-Net deployment and/or certain small cells on another carrier may be overloaded)

5) Solutions should cater for different (re)distribution decisions in the network that take into consideration other factors:


a. eMBMS deployments on macro or small cell layer

b. Number of devices supporting certain bands (other capabilities can be considered)

c. Bandwidth of the different carriers may be different

6) The solution should avoid a user ping-pong among carriers

7) Maximize user throughput and network capacity (in terms of system throughput, connection establishment, RA, (inter-frequency) mobility related signaling) for UEs in CONNECTED.
Looking at the requirements, it is trivial to notice that the regular handovers in RRC_CONNECTED meet all the requirements set above, since by definition they can be done exactly as the network wishes.

Observation 1: Regular handovers meet all the requirements for load balancing solutions in RRC_CONNECTED state.
2.1
Requirement #1: Redistributing fraction of camped UEs
Dedicated priorities can be used to distribute fraction of users between carriers – but as dedicated priorities can be provided only to UEs in RRC_CONNECTED mode, NW would need to enforce UEs intended to get new priorities to return to RRC_CONNECTED mode. But as in real deployments there are always UEs in RRC_CONNECTED mode such a redistribution seems to be viable with existing method.  It is also not clear within which timescale such load redistribution would be done: For very short time periods, it can be challenging to migrate multiple UEs in RRC_IDLE to other carriers, whereas for RRC_CONNECTED UEs (which are the ones causing the load) such migration can be done more easily.
Observation 2: Requirement #1 can be achieved with existing methods but with limitation to do the redistribution only to UEs already in RRC_CONNECTED state.
2.2
Requirement #2: Redistributing fraction of incoming UEs 
Again dedicated priorities can be used to some extent, but as UEs can be expected to move to CONNECTED state only at TA border and not at every cell reselection, the reallocation can be done only at TA borders. Such reallocation shall preferably happen during IDLE-to-CONNECTED or CONNECTED-to-IDLE (i.e. redirection) transitions in order to avoid excessive handover-related signaling during CONNECTED state. An additional delay might be inherent in this case.
Observation 3: Dedicated priorities can be used to achieve this goal but only at points where UE is required to execute location update procedure to the NW (e.g. at TA borders).
2.3
Requirement #3: Support of different deployments
It is not very clear what is actually meant with this requirement - Existing methods all support many type of different deployment scenarios but naturally it may not be optimal in some specific use cases. So it would be good to understand what is not possible with current mechanisms.
Observation 4: Existing methods can support lots of different deployment scenarios but it would be good to get more understanding what is the goal of this requirement
2.4
Requirement #4: Support of cell-level mechanisms
As pointed out earlier - reselection priorities can control UE distribution with carrier granularity and it is not possible to prioritize some specific cells. Reason for this in REL8 was that normally it is optimal to camp on the strongest cell, In the requirement description the following scenario was mentioned:  “…for example the scenario that the macro cell in a co-channel Het-Net deployment and/or certain small cells on another carrier may be overloaded…”. In this kind of scenario such overloaded cells can be avoided for reselection by utilizing black lists. Thus it seems that this specific scenario can be handled with existing mechanism. Of course broadcast based method could require frequent changes if load on cells is changing quickly – in such a case NW could utilize RSRQ measurements in reselection which take also cell load into account.  But for the use case when NW would like UEs to prioritize e.g. small cells on a certain carrier but not macro cells over macro cells on another carrier then existing mechanism may not be sufficient as it is not possible to provide different priorities for cells sharing the same carrier. A potential issue with this kind of subset of cells with carrier priorities is the possible Ping pong effect which requires careful assessment.
Observation 5: Existing carrier specific reselection priorities may not work optimally in case of mixed scenario (e.g. small cells prioritized over macro cells).
2.5
Requirement #5: Support of different UE capabilities
This requirement concerns another important aspect that can be taken into account while making distribution decisions.  Diversity of services and profiles assigned to certain users is increasing along with a growing traffic demand. Thus, it might be soon inevitable to consider UE capabilities and the subscriptions associated to the user prior to triggering reselection mechanisms. The existence of MBMS as a factor which may impact (re)selection decision is already pointed out in [2], Section 5.2. A network might aim at keeping MBMS-targeted carrier relatively unoccupied by prioritizing the remaining cells/carriers in RRCConnectionRelease message. The issue seems to be easier to resolve in case of UE capabilities (contrary to the aforementioned services such as MBMS). Network is aware of the capabilities provided in RRCConnectionSetup by each UE. Thus, pertinent conclusions can be drawn on this basis and relevant reselection priorities can be provided in RRCConnectionRelease message. It can result in the optimal utilization of for example 256-QAM capable cell by the UEs which are able to take advantage of this functionality. Similarly - Carrier Aggregation (CA) or Dual Connectivity (DC) enabled UEs - as early as possible – should be redirected to the cells offering such bandwidth combination opportunities. 
Eventually, the size of each cell’s bandwidth cannot be neglected while taking reselection decisions. The distribution of priorities shall be proportional to the number of Physical Resource Blocks (PRBs) offered in each cell. This is – however – not a strict requirement and might be ignored for example in case of cells comprising small number of highly demanding users (CA capable, 256-QAM capable, etc.).
But as NW is aware of UE capabilities it can use existing dedicated priorities to direct UEs to a carrier which is preferred by NW to be used by UE with such capabilities. 

Observation 6: NW can use dedicated priorities and knowledge of UE capabilities to distribute UEs in a manner it wishes.
2.6
Requirement #6: Minimizing ping-pongs
Observation 7: This requirement (i.e. Minimizing ping-pongs) does not seem to be related to existing methods which can avoid ping pongs but only to possible new methods to be introduced in this WID. 

2.7
Requirement #7: Maximizing system performance in RRC_CONNECTED
In principle the goal of Multicarrier Load Balancing is to improve the network situation of the UEs in CONNECTED state. Taking reselection/reallocation actions beforehand and uniformly optimizing the UE distribution within the network might indeed diminish the probability of handovers while in CONNECTED state. As a result – decreased signaling can lead to improved network capacity which is a desirable outcome. It is however important to assess how large are the potentially achievable gains and whether it is beneficial to implement enhanced Traffic Steering (TS) mechanisms – taking into consideration all “costs” of incorporating such solutions. Dedicated priorities can be used to maximize network KPIs but it remains to be seen whether efforts spent on UE reselections would turn out to be profitable. It is for instance due to the fact UE moving to IDLE state is not a certain candidate for a return to CONNECTED mode. Moreover, currently available dedicated priority commands can be valid for such a long time the network traffic situation might already change drastically and indicated reselection actions could rather bring detrimental effects.
Observation 8: Legacy LB mechanisms are capable of increasing system performance but the degree of improvement may vary greatly. 
3
Conclusion
The applicability of existing mechanisms to fulfill Multicarrier Load Balancing requirements has been assessed. It has been observed that legacy techniques seem to be sufficient in many cases – provided that they are efficiently combined and used in a proper way. More specifically, the following observations have been made and should be considered while analyzing potential enhancements to legacy solutions: 
Observation 1: Normal handovers meet all the requirements for load balancing solutions in RRC_CONNECTED state.

Observation 2: Requirement #1 (i.e. Redistributing fraction of camped UEs) can be achieved with existing methods but with limitation to do the redistribution only to UEs already in RRC_CONNECTED state.
Observation 3: Dedicated priorities can be used to achieve this goal but only at points where UE is required to execute location update procedure to the NW (e.g. at TA borders).
Observation 4: Existing methods can support lots of different deployment scenarios but it would be good to get more understanding what is the goal of this requirement.
Observation 5: Existing carrier specific reselection priorities may not work optimally in case of mixed scenario (e.g. small cells prioritized over macro cells).
Observation 6: NW can use dedicated priorities and knowledge of UE capabilities to distribute UEs in a manner it wishes.

Observation 7: This requirement (i.e. Minimizing ping-pongs) does not seem to be related to existing methods which can avoid ping pongs but only to possible new methods to be introduced in this WID. 
Observation 8: Legacy LB mechanisms are capable of increasing system performance but the degree of improvement may vary greatly. 
References

[1] R2-151444, "Cell-specific prioritisation for idle mode load balancing", Ericsson, RAN2 #89bis, April 20 - 24, 2015, Bratislava, Slovakia.

[2] TS 36.304, "E-UTRA User Equipment (UE) procedures in idle mode"

