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1 Introduction 
With the new Rel-13 WI: “Dual Connectivity enhancements for LTE” being approved at RAN#67, RAN2 is expected to restart the discussion on the uplink bearer split. The intention of this contribution is to discuss the LCP issue for the uplink split UP and tries to identity the potential solutions.
2 Discussion on the LCP
One open issue discussed in R12 for the uplink bear split is how to define the bucket in logical channel prioritisation. Two possible solutions have been provided in R12:

· Common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP. The initialization and increment is only performed by one MAC entity to avoid erroneous reset at SCell addition and doubling the actual bit rate - see for instance R2-140045.

· Separate bucket: the two LCP loops run independently, with one PBR and BSD each. The guaranteed bit rate is the sum of the configured PBR - see for instance R2-140057.

For the common bucket
One possible issue for the common bucket is the starvation of the RLC status report and RLC retransmission PDU. One example is given as follow
UE are configured with two RBs RB1 and RB2, and both of them can support bear split. According to the QoS parameter, the RB 1 has higher priority. The bucket for RB1 and RB2 is 10kbps and 100kbps respectively, and the resource granted (i.e. average data rate) in MeNB and SeNB is 50kbps. At the beginning, only RB1 has data available in buffer, so the RB1 will be transmitted in both MeNB and SeNB simultaneously. Later then, the RB2 has data available in buffer as well, so the LCP mechanism will work to decide the data for transmission. If only one grant is received in one TTI, the LCP will work in the same way as today, no starvation will occur. But, if two grants from both MeNB and SeNB are received simultaneously in one TTI and UE process the LCP for the grant from MeNB first, considering the grant is bigger than the bucket for RB1, the grant from MeNB can always drain the Bj for logical channel for RB1 in MeNB (i.e. the value correspond Bj will become 0 or negative), so the transmission of RB1 in SeNB (MeNB) will be blocked due to the negative value of Bj. If UE is always processing the LCP procedure in the MAC entity for MeNB first, the transmission of RLC status report and the retransmission of RLC PDU in SeNB will be blocked, which may cause a RLC failure.
From the example above, we give our observation

Observation 1: For the common bucket, in case two grants from both MeNB and SeNB are received simultaneously in one TTI, and if UE is always processing the LCP procedure in the MAC entity for MeNB (SeNB) first, the transmission of RLC status report and the retransmission of RLC PDU in SeNB (MeNB) may be blocked.
In order to avoid the starvation of the RLC status report and retransmission RLC PDU, one possible solution is that UE process the LCP procedure in turn between two MAC entities for MeNB and SeNB. For example, in case two grants from both MeNB and SeNB are received simultaneously in continues TTIs, in TTI n, UE process the LCP procedure in the MAC entity for MeNB first and then process the LCP procedure in the MAC entity for SeNB; and in TTI n+1, UE process the LCP procedure in the MAC entity for SeNB first and then process the LCP procedure in the MAC entity for MeNB. In this case, the transmission of RLC status report and retransmission RLC PDU for each eNB can be guaranteed, at least, in two continues scheduling.
Observation 2: For the common bucket, UE can process the LCP procedure in turn between two MAC entities for MeNB and SeNB to avoid the starvation of the RLC status report and retransmission RLC PDU.
For the separate bucket

In case of separate bucket, the bucket (i.e. PBR and BSD) will be configured separately for the logical channels for MeNB and SeNB based on the rule that the guaranteed bit rate is the sum of the configured Bucket. The variable Bj in the LCP procedure will be maintained independently in the MAC entities for MeNB and SeNB as well. Since the bucket is decided based on the QoS parameters (i.e. GBR), which is a RB level parameter, one issue for the separate bucket is how to divide the bucket in MeNB and SeNB appropriately.  
One example is shown as below:

------------------------------------------------ example for separate bucket-------------------------------------------

Table 1: Configuration of UE

	Configuration for UE
	RB1
	RB2

	Priority
	High
	Low

	MBR in QoS  (kbps)
	3000
	3000

	PBR based on QoS  (kbps)
	1000
	1000

	Divided PBR for MeNB (kbps)
	400
	400

	Divided PBR for SeNB  (kbps)
	600
	600


As shown in the table above, UE are configured with two radio bears RB1 and RB2. Both of them can support bear split. The PBR for RB1 is 1000kbps and is divided to 600kbps (e.g. 6k bits will be put in bucket every 10ms) for SeNB and 400kbps (e.g. 4k bits will be put in bucket every 10ms) for MeNB; the PBR for RB2 is 1000kbps and is divided to 600kbps (e.g. 6k bits will be put in bucket every 10ms) for SeNB and 400kbps (e.g. 4k bits will be put in bucket every 10ms) for MeNB as well. The BSD for both RB1 and RB2 in SeNB and MeNB can be set to 500ms. The RB1 has higher priority. 
	Table 2: Throughput of UE

　
	Bucket Split (PBR split)
	MeNB
	SeNB
	Overall

	Bit rate provided by scheduling (kbps)
	N/A
	500
	1500
	2000

	Throughput of RB1 (kbps)
	400 (MeNB) / 600 (SeNB)
	400
	900
	1300

	Throughput of RB2 (kbps)
	400 (MeNB) / 600 (SeNB)
	100
	600
	700


The table above shows situation about the scheduling and throughput in MeNB and SeNB. In the scheduling, due to some dynamic factors (e.g. radio condition, load in the cell, etc), resource scheduled in MeNB can provide a bit rate as 500kbps (e.g. 5k bits are granted every 10ms), and the grant scheduled in SeNB can provide a bit rate as 1500kbps (e.g. 15k bits are granted every 10ms). Based on the defining of separate bucket, the LCP operation will be performed independently in the MAC entities for SeNB and MeNB. In case both RB1 and RB2 have enough data to be transferred (i.e. have enough data in PDCP buffer), the throughput of RB1 in SeNB and MeNB will be 900kbps (e.g. take 9k bits out of granted 15k bits every 10ms) and 400kbps (e.g. take 4k bits out of granted 5k bits every 10ms) respectively and the throughput of RB2 in SeNB and MeNB will be 600kbps (e.g. take 6k bits out of granted 15k bits every 10ms) and 100kbps (e.g. take 1k bits out of granted 5k bits every 10ms) respectively. So, the overall throughput of RB1 and RB2 is 1300kbps and 700kbps, which means the PBR of RB2, which has lower priority, can not be guaranteed even if the overall grant received by UE is equal or higher than the sum of bucket for both RB1 and RB2. 
------------------------------------------------ Example for separate bucket-------------------------------------------

Based to the example above, we give our observation as follow:

Observation 3: For the separate bucket, in some cases, PBR of RB with lower priority can not be guaranteed, even if the overall grant received by UE is equal or higher than the sum of bucket for all RBs.
According to the analysis above, we can see that the PBR of RB with lower priority can not be guaranteed if either of divided PBR (i.e. PBR for MeNB and SeNB) can not be achieved. So, considering the QoS requirement, both MeNB and SeNB will try to guarantee the resource in scheduling, even it is not power efficient. One example is given as follow:

------------------------------------------------ Example for separate bucket-------------------------------------------
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Figure 1: UE move from MeNB to SeNB
In this example, UE moves from MeNB to SeNB, and the pathloss in the cell of MeNB will increase and the pathloss in cell of SeNB will decrease. Considering the power used to overcome the pathloss, more power will be used in the transmission of the same amount of data in MeNB, which means the transmission of data in SeNB may become more power efficient. So, in order to use the UL power more efficient and avoid power scaling, more UL transmission may be scheduled in SeNB instead of MeNB. However, considering the limitation of divided PBR, the MeNB has to guarantee the PBR of UE in MeNB, which means MeNB can not reduce the grant in scheduling even it is not power efficient.

------------------------------------------------ Example for separate bucket-------------------------------------------

Based on the analysis above, we give our observation as:

Observation 4: The separate bucket may lead to a negative impact on the UL power efficiency.

Considering the bucket (i.e. PBR and BSD) for MeNB and SeNB will be configured in RRC signalling separately, which can not be reconfigured too frequently, and the grant scheduled in the MeNB and SeNB is not predictable due to many dynamic factors (e.g. radio condition of UE, load situation of cell, restrictions caused by ICIC, etc), it is quite difficult for the eNB to configure the bucket for logical channels for MeNB and SeNB in an appropriate way. So, we give our observations as follow:
Observation 5: For the separate bucket, it is difficult for the eNB to configure the bucket for logical channels for MeNB and SeNB in an appropriate way, and unsuitable division of bucket will lead to negative impact on the QoS and user experience.
Similar as the solution for common bucket, one possible solution is to let UE decide the division of bucket, which means eNB, configure a RB level bucket only, and UE can divide the RB level bucket into bucket for MeNB and bucket for SeNB. In this case, UE can adjust the division of bucket dynamically according to the scheduling situation. However, this solution will increase the complexity of UE considerably. 
Observation 6: For the separate bucket, let UE decide the division of bucket may be helpful in the setting of bucket for MeNB and SeNB, but considerable complexity will be introduced on UE side.
Comparison of the two solutions

Based on the analysis above, some tables are given below to show the comparison of the two solutions:
Table 1: Pros and Cons of two solutions

	
	pros
	cons
	solutions to cons

	Common bucket
	Easy to guarantee the QoS requirement.
Reuse the configuration mechanism of LCP parameters (i.e. how to set PBR, BSD)
	Starvation of the RLC STATUS REPORT and retransmission RLC PDU
	UE process the LCP procedure in turn between the MAC entities of MeNB and SeNB.

	Separate bucket
	Reuse the current LCP procedure (i.e. Bj will be maintained in each MAC entities)
No starvation issue
	The bucket of RB with lower priority can not be guaranteed, even if the overall grant received by UE is equal or higher than the sum of bucket for RBs.
May lead to a negative impact on the UL power efficiency.
	UE decide the division of bucket for MeNB and SeNB. (It’s not clear whether UE can achieve this in an efficiency way).


	Table 2: Impact on the specs and complexity in implementation

　
	Impact on the specs
	Complexity in implementation

	Common bucket
	Medium
A set of common LCP parameters for two logical channels, which belong to one RB and located in MeNB and SeNB respectively, shall be defined in 36.331.
The description for LCP procedure with common bucket shall be added in 36.321.
	Medium
The starvation issue can be avoided by UE's implementation with acceptable complexity.

	Separate bucket
	Small
Current RRC signaling in 36.331 can be used if bucket is divided by eNB, otherwise, if it is up to UE to divide the bucket, some extra IEs may be needed.
The description of LCP in 36.321 can be reused for the LCP procedure with separate bucket. If it is up to UE to divide the bucket, some extra description may be needed.
	High
It's difficult for both eNB and UE to decide the division of bucket for MeNB and SeNB. And it's not clear whether the QoS can be guaranteed in an efficiency way.


From the comparison above, we can see that, although the separate bucket solution may have smaller impact on the specification, it will introduce considerable complexity in implementation. And even with this considerable complexity in implementation, it is still not sure whether the QoS can be guaranteed in an efficient way. For the common bucket solution, we can see that the common bucket solution may have bigger impact on the specification; however both the impact on specifications and the complexity in implementation are acceptable. Based on all the analysis above, we give our proposal as:
Proposal 1: Adopt the common bucket solution in the LCP for uplink bear split. And it is up to UE’s implementation to avoid the starvation of the RLC status report and RLC retransmission PDU.

3 Conclusion 
 RAN2 is encouraged to discuss the issues listed above and consider the observation and proposal as follow:
-----------------------------------------------------Observations---------------------------------------------------
Observation 1: For the common bucket, in case two grants from both MeNB and SeNB are received simultaneously in one TTI, and if UE is always processing the LCP procedure in the MAC entity for MeNB (SeNB) first, the transmission of RLC status report and the retransmission of RLC PDU in SeNB (MeNB) may be blocked.
Observation 2: For the common bucket, UE can process the LCP procedure in turn between two MAC entities for MeNB and SeNB to avoid the starvation of the RLC status report and retransmission RLC PDU.
Observation 3: For the separate bucket, in some cases, PBR of RB with lower priority can not be guaranteed, even if the overall grant received by UE is equal or higher than the sum of bucket for all RBs.
Observation 4: The separate bucket may lead to a negative impact on the UL power efficiency.
Observation 5: For the separate bucket, it is difficult for the eNB to configure the bucket for logical channels for MeNB and SeNB in an appropriate way, and unsuitable division of bucket will lead to negative impact on the QoS and user experience.
Observation 6: For the separate bucket, let UE decide the division of bucket may be helpful in the setting of bucket for MeNB and SeNB, but considerable complexity will be introduced on UE side.

-----------------------------------------------------Proposals------------------------------------------------------
Proposal 1: Adopt the common bucket solution in the LCP for uplink bear split. And it is up to UE’s implementation to avoid the starvation of the RLC status report and RLC retransmission PDU.
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