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1 Introduction
Throughput performance was evaluated for alternatives 1A/2A and 3C of Multi-Stream Aggregation with realistic backhaul delays [1]. Simulation results showed that significant throughput gain can be observed from 3C even when tens of ms delays are incurred in the backhaul connecting small cells. However, some concerns were expressed that the user plane architecture alternative 3C may require significant over-dimensioning of backhaul, thus it may not be applicable for the backhaul with limited capacity.
This contribution further analyzes the requirement on the backhaul capacity of the user plane architecture alternative 3C and 1A. Simulations are performed to compare the per-user throughput between 3C and 1A under the same backhaul capacity limit. It can be observed that 3C has throughput performance gain compared to 1A, even if the same non-ideal backhaul is used.
2 Discussion
First, we observe that consuming extra backhaul capacity does not always mean a problem, if the following conditions are met:
· the extra consumed backhaul capacity is directly matched by per-user throughput increase on the air interface; or
· the throughput gain can be largely maintained by handling the extra consumed backhaul capacity within the backhaul limit.
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Backhaul Deployment Choice 1
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Backhaul Deployment Choice 2
Figure 1 Data paths on backhaul for 3C and 1A 
Figure 1 shows the two backhaul deployment choices recommended by NGMN and Small Cell Forum for small cell deployments [2][3]. With deployment choice 1, the increase in backhaul usage of MSA alternative 3C for data traffic, is essentially the amount of gain in user throughput. In other words, the price paid on backhaul is rewarded bit by bit over the air. Hence, the increase in backhaul usage actually indicates the benefits 3C provides in air interface throughput for deployment choice 1. 
With backhaul deployment choice 2, data can be transferred directly between the router and the small cell node in MSA alternative 1A; but in alternative 3C, the data is transferred back and forth between the macro eNB and the router, before they can finally be transferred to the small cell node. Hence, there were concerns that 3C may not perform better than 1A, if the same amount of backhaul bandwidth is given.
The following simulations provide results of 3C performance, given the same amount of backhaul bandwidth consumed by 1A.
3 Simulation
3.1 Simulation assumptions
The overall simulation setting is presented in the Annex section. Three load configurations are used in the simulations:

· Load configuration 1: 3 UEs in small cell and 6 UEs in macro cell;
· Load configuration 2: 4 UEs in small cell and 8 UEs in macro cell;
· Load configuration 3: 5 UEs in small cell and 10 UEs in macro cell.
3.2 Simulation result
In order to get the peak backhaul consumption needed respectively for 1A and 3C, simulations are separately run on 1A and 3C, and the backhaul throughput is periodically (every 1 ms) logged. Figure 2, Figure 3, and Figure 4 show the backhaul statistics under the 3 different load configurations.
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Figure 2 Backhaul statistics under load configuration 1 (Byte/ms)
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Figure 3 Backhaul statistics under load configuration 2 (Byte/ms)
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Figure 4 Backhaul statistics under load configuration 3 (Byte/ms)
From these figures it can be seen that though the peak backhaul throughput of 3C is larger than that of 1A, the probability is very small for backhaul throughput of 3C exceeding the peak of 1A backhaul throughput. Take the result of load configuration 3 as an example. The peak backhaul throughput of 1A in this configuration is about 11 MBps and that of 3C is 14 MBps. But the likelihood of the backhaul throughput of 3C exceeding 1A is only about 5%.
Observation 1: The likelihood of the instantaneous backhaul throughput of 3C exceeding the peak backhaul throughput of 1A is very small.
Next, simulations are performed on 3C by imposing a limit on available backhaul bandwidth:

· Monitor the backhaul throughput periodically (every 1 ms)

· If the backhaul throughput is about to exceed a threshold T, data transfer of randomly selected UEs is suspended on the backhaul,

· When the monitored backhaul throughput falls below the threshold, then the suspended data transfer resumes on the backhaul.
Essentially the simulations take into account the possible traffic shaping performed to subject the backhaul throughput between macro eNB and router to a given threshold.
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Figure 5 Per-UE throughput (T = 1.0 * peak backhaul throughput of 1A)
Figure 5 compares edge UE’s UPT between 3C and 1A under the three load configurations, when T is set to the same as the peak backhaul throughput of 1A (which can be obtained separately from Figure 2, Figure 3 and Figure 4 for each configuration). The edge UEs are selected if UE RSRP in small cell is between -90 dB and -85dB. From the figure we can see that 3C has better throughput performance than 1A, even if the same backhaul bandwidth is allocated. 3C shows throughput gain on the air interface in all the three load configurations.
Observation 2: Given the same amount of backhaul bandwidth, 3C provides better user throughput than 1A.
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Figure 6 Per-UE throughput (T = 1.5 * peak backhaul throughput of 1A)
Figure 6 shows the results when T is set to 1.5 times the peak backhaul throughput of 1A. Comparing them with those in Figure 5, it can be observed that the performance gain of 3C over 1A can be largely attained without the need of over-dimensioning the backhaul.
Observation 3: The performance gain of 3C over 1A can be largely attained without the need of over-dimensioning the backhaul.
4 Conclusion
This contribution analyzes the requirement on the backhaul capacity of the user plane architecture alternatives 3C and 1A. Simulations are performed to compare the per-user throughput between 3C and 1A under the same backhaul capacity limit.
Observation 1: The likelihood of the instantaneous backhaul throughput of 3C exceeding the peak backhaul throughput of 1A is very small.
Observation 2: Given the same amount of backhaul bandwidth, 3C provides better user throughput than 1A.
Observation 3: The performance gain of 3C over 1A can be largely attained without the need of over-dimensioning the backhaul.
Proposal: The above observations should be captured in TR 36.842.
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6 Annex

	Feature/Parameter
	
	Value/Description

	Bandwidth
	
	10 MHz

	IFFT/FFT length
	
	1024

	Duplexing
	
	FDD

	Number of sub-carriers
	
	600

	Sub-carrier spacing
	
	15 kHz

	Resource block bandwidth
	
	180 kHz

	Sub-frame length
	
	1 ms

	3GPP Macro Cell Scenario
	Cell layout
	21sectors/7 BSs

	
	Inter site distance (ISD)
	500 m

	Pico cell layout
	
	Radom in Macro cell

	
	Picos/macro cell
	4

	Macro-pico deployment type
	
	inter-frequency

	Distance-dependent path loss
	Macro cell model (TS 36.814, Model 1)
	128.1 + 37.6log10(r)

	
	Pico cell model (TS 36.814, Model 1)
	140.7 + 36.7log10(r)

	BS Tx power
	Macro

Pico
	46 dBm

30 dBm

	UE Tx power
	
	23 dBm

	Shadowing standard deviation
	Macro

Pico
	8 dB

10 dB

	Antenna pattern
	Macro
Pico
	3GPP ant (3D ant): 
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= 70 degrees,  Am = 20 dB
Small cell: 2D Antenna, omni-directional

	Shadowing correlation between cells/sectors
	
	0.5 / 1.0

	Max BS Antenna Gain
	Macro cell:
Small cell:
	14dB
5 dB

	Shadowing correlation distance
	Macro

Pico
	25 m

25 m

	Penetration loss
	
	20 dB

	Multipath delay profile
	
	Typical Urban

	Schedule policy
	
	PF
Independent scheduling in macro cell and small cell

	Traffic model
	
	FTP Model 2, File size (S) = 0.5Mbytes, λ= 0.2

	Deployment of small cells

	Pico
	Minimum distance between macro cell and small cell: 75m

Minimum distance between small cell and small cell: 80m
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