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1. Introduction

Many companies in RAN1 [1-10] support or are open to the idea of a central node providing synchronization for a group of devices when out of coverage. Even if RAN2 decides that this central node should not perform resource management, it could increase the efficiency of out of coverage D2D communication if the synchronizing central node also provided a limited form of system information to devices in the cluster. This document discusses the possible contents of this system information, along with the issue of choosing a device to perform the duties of the central node.
2. Discussion

2.1 System Information

If it is decided in RAN1 that a central node will be used for D2D communication when out of coverage to provide synchronization to a group of devices it seems logical for this node to provide limited system information to increase the efficiency of D2D communication. This system information could include


- SFN


This would allow all cluster devices to be synchronized at a frame level.


- Channel structure


Including whether different channels will be used for different data types, the number of RBs in each channel and the MCS that should be used. 
Proposal 1: If a central node is used for synchronization it should transmit system information to enable more efficient D2D communication.
2.2 Selection of the central node
Even if no system information is transmitted by the central node there will need to be a method of selecting the most appropriate device to transmit a synchronization signal to a cluster. There are several options for the selection of the central node:

1. The central node is predefined before leaving coverage and only this device can transmit a synchronization signal. Without this device being present, group members would communicate asynchronously. 

This has the advantage of simplicity, but it is likely that the central node device wouldn't be in an appropriate location to provide synchronization to all nearby devices at all times. This would lead to a high proportion of devices performing asynchronous communication.


2. A hierarchy of central node devices is defined before leaving coverage. When a device (no. 5 in the hierarchy) leaves coverage it will listen for synchronization signals being transmitted by devices 1 - 4. If no synchronization signal can be found, device no. 5 will then begin transmitting a synchronization signal. If a higher device approaches, device no. 5 will stop transmitting the synchronization signal and the approaching device will begin transmitting the synchronization signal..

This would allow the constant transmission of synchronization signals. However if devices no. 1 and no. 2 were on opposite sides of a cluster and unable to see the other's synchronization signals this would lead to two synchronization signals being transmitted and possibly two separate clusters forming.


3. The first device to leave coverage or reach a certain area assumes the central node role and begins transmitting a synchronization signal. This device retains the role until it moves away from the cluster or the battery power reduces to a set level, at which point any devices remaining within the cluster would negotiate amongst themselves for the role of central node.

The problem with this approach is that the first device to arrive in an area may not be the most suited to perform the central node duties, leaving some devices unable to synchronize to the cluster and running down the battery power on the first device when other devices may be more suited to the role. 

4. An algorithm is defined to allow the most appropriate device to assume the role of central node and begin transmitting synchronization signals.

This is the most complicated method of choosing a central node but also provides the greatest chance of the most suitable device providing synchronization to a cluster. The algorithm would have to be carefully designed and should take into account

- battery life of each potential central node


- position within the cluster


- mobility of the potential central node relative to other devices within the cluster

This algorithm would need to re-run at set intervals in order to accommodate the cluster changing size, devices moving around within the cluster and the battery power of the current central node.

There would also need to be a system in place to quickly transfer central node duties to a secondary device, for the case where the central node is no longer in a position to provide synchronization to the cluster. Either the algorithm could run again once the central node left the area or the battery life reduced to a certain level, or if this would disrupt communication the algorithm could designate a secondary central node which would take over while the algorithm chose the most appropriate device to take over the central node role.
Proposal 2: If a central node is used for synchronization then an algorithm should be defined to allow selection of the most appropriate device within a cluster to perform the role.
3. Conclusion

This document has discussed the concept of a central node providing synchronization to a cluster as discussed by RAN1 and the possibility of this central node transmitting limited additional information to increase the efficiency of out of coverage D2D communication. The method of selecting the central node has also been discussed. The following proposals have been made:
Proposal 1: If a central node is used for synchronization it should transmit system information to enable more efficient D2D communication.

Proposal 2: If a central node is used for synchronization then an algorithm should be defined to allow selection of the most appropriate device within a cluster to perform the role.
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