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Discussion 
1 Introduction

U-Plane Alternatives was discussed over the e-mail [81bis#19]. Among 9 alternatives on the table, there are 4 bearer split options.

	From email discussion summary 

	-
3A: S1-U terminates in MeNB + bearer split in MeNB + independent PDCPs for split bearers;

-
3B: S1-U terminates in MeNB + bearer split in MeNB + master-slave PDCPs for split bearers;

-
3C: S1-U terminates in MeNB + bearer split in MeNB + independent RLCs for split bearers;

-
3D: S1-U terminates in MeNB + bearer split in MeNB + master-slave RLCs for split bearers.
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In UE implementation point of view, above options may increase the complexity more than they seem to. This contribution analyzes the complexity of above options. Note that 3B and 3D are not discussed in this paper because details of these solutions are unclear to us.
2 Discussion
3A: Bearer split & independent PDCPs
New functions are required for this option to work. In transmitting side, a distribution function is required to split the traffic of a single EPS bearer between DRBs. Logical channel prioritization is also affected because a certain DRB is to be transmitted to a certain serving cell. In receiving side, a reordering function is required
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Fig 1

Those new functions may not necessarily need to be standardized, to not delay introducing the inter-ENB CA. However the implementation complexity still remains. It is believed that bearer-split option may increase the end-to-end throughput because one EPS bearer can use the resource from both ENBs. One cannot say there is no gain, but it is questionable whether the gain is the sum of the throughputs of both nodes.  
· RTT variation between two streams (one from the macro cell; the other from the small cell) would impact the throughput negatively.
· One packet loss in one node blocks all the subsequent packets from other stream. Since reordering function may not be aware of e.g. packet loss in Xn interface, reordering delay would be longer than necessary.

· Max throughput is achievable under the perfect load balancing (if packets are waiting in one node while resource is available in the other node, max throughput is not achieved). Considering the non-ideal backhaul, perfect load balancing may not be possible.
3C: Bearer split & independent RLCs

New functions are required for this option to work. In transmitting side, a distribution function is required to split the traffic of a DRB between logical channels. Logical channel prioritization is also affected because a certain logical channel is to be transmitted to a certain serving cell. In receiving side, a reordering function is required
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Fig 2
Not as like 3A, new functions should be standardized. One can argue that current PDCP reordering can be reused, which may not be true in our understanding. PDCP reordering specified in 5.1.2.1.2 of 36.323 is designed to work during the handover wherein PDCP assumes the missing PDUs with SN lower than n will not arrive when PDCP n arrives. It does not work for this architecture option. The same concerns as 3A exist for throughput enhancement. 

Simulation Results regarding throughput

Simulation results on UE throughput in Mbps are given in table 1 and 2. Simulation details can be seen from Annex. We have simulated 4 cases as below;
· Case 1: single-stream (non-bearer-split, all data go through small cell)
· Case 2: multi-stream (bearer-split, 80% data go through small cell, 20% data go through macro cell)

· Case 3: multi-stream (bearer-split, 90% data go through small cell, 10% data go through macro cell)
· Case 4: multi-stream (bearer-split, 99% data go through small cell, 1% data go through macro cell)
Simulation results:
· Scenario 1: Higher loaded macro (e.g. macro resource usage ratio is almost 90% )

	
	2 min
	4min
	6min
	8min
	10min
	15min

	Case 1
	1.8661
	9.1847
	11.6154
	12.8743
	13.5832
	14.5776

	Case 2
	1.3753
	7.0578
	8.9457
	9.9201
	10.4925
	11.2674

	Case 3
	1.7331
	8.7722
	11.1681
	12.3698
	13.0982
	14.0240

	Case 4
	1.8913
	9.2121
	11.6339
	12.8586
	13.5941
	14.5662


· Scenario 2: lighter loaded macro (e.g. macro resource usage ratio is around 60% )
	
	2 min
	4min
	6min
	8min
	10min
	15min

	Case 1
	1.9039
	9.2240
	11.6581
	12.8770
	13.6114
	14.5902

	Case 2
	1.5586
	8.0770
	10.2709
	11.3761
	12.0502
	12.9351

	Case 3
	1.7927
	8.9568
	11.3595
	12.5770
	13.3114
	14.2748

	Case 4
	1.8738
	9.1011
	11.5844
	12.8245
	13.5561
	14.5323


The result is a bit counter-intuitive. Single stream shows better performance than multi-stream. There may be number of reasons for poor multi-stream performance.

· Performance degradation due to reordering of streams having different RTTs and packet loss probability (no reordering be taken into account in this simulation)
· Imperfect load balancing; offloading ratio is fixed to a certain value. To get the maximum throughput, the distribution should be performed perfectly in accordance with the current channel condition and load, which may not be easy. 
We may provide the more detailed simulation result with the reordering impact and enhanced load balancing mechanism in the next meeting. Meanwhile one thing to be noted from above simulation result would be that multi-stream may perform worse than single-stream if good load balancing algorithm is not guaranteed. 
Alternative to enhance the throughput
As shown above, it is still questionable whether bearer-split options bring considerable gain in terms of throughput. Even if so, similar gain can be achieved with smart implementations. It is not rare in the current internet to use multiple TCP threads for a service/application. By mapping TCP connections and EPS bearers appropriately, it is possible to serve the traffic of one service/application in both nodes. For example, a service uses two TCP connections with one mapped to an EPS bearer served in the macro cell and the other mapped to another EPS bearer served in the small cell.
3 Conclusion
The expected complexity, the challenges to achieve the max throughput and a possible alternative to the bearer-split options are discussed. It is proposed to focus on no bearer split options at the first phase. 
Annex. Simulation Details

Basic assumptions: 
· Topology: 7 macros, with one pico in center interested cell, totally 3 UEs in cell, 1 ue close to pico eNB.
· Application: Continuous IP flow traffic (18Mbps) for dual connectivity UE.
· Delay: bearer split (set Latency1+2+3 = 50ms, Latency4 = 10ms) , as following figure.
· Simulation time: 15min.
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Simulation Parameters: 
	Items 
	Macro cell 
	Pico cell

	ISD of Macro
	500m
	

	Distance-dependent path loss 
	128.1 + 37.6log10(R)
	140.7 + 36.7log10(R)

	Number of sites
	7 (center one as interesting cell)
	1 (in center cell)

	BS Antenna gain including Cable loss 
	15dB
	5dB

	MS Antenna gain 
	0 dBi
	0 dBi

	Antenna pattern
	Omni
	Omni

	Carrier Frequency / Bandwidth 
	2.0Ghz/ 10Mhz 
	3.5Ghz/ 10Mhz 

	BS Total TX power 
	46 dBm 
	30dBm 

	Antenna configuration
	1x1
	1x1

	UE Number
	See detail from Topology description above


Simulation Results Fig. :

As the following, the first two figures show the real-time throughput in UE side, the third figure shows the packet loss from the macro eNB. Note that a time average throughput statistic taking the first 100s network preparation time into account is presented in the discussion section.
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Senario 1. Higher loaded macro
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Senario 2. Lighter loaded macro
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Packet loss in macro cell between two scenarios
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