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1   Introduction
In RAN2#75 meeting, parallel RACH was discussed and the following conclusions were achieved:

· Agree the UE does not need to support execution of 2 parallel RACH procedures in parallel.
· The UE does not initiate a RA procedure on a SCell in case of new UL data.
However, it is FFS what is UE’s behaviour for a triggered RA while a RA procedure is ongoing, i.e. how to prioritize the multiple RACH triggers. In the document, we discuss the scenarios that multiple RACH are triggered sooner or later and share our opinions on this issue.
2   Discussion
According to [1], the random access procedure is performed for the following six events:
	-
Initial access from RRC_IDLE;

-
RRC Connection Re-establishment procedure;
-
Handover;
-
DL data arrival during RRC_CONNECTED requiring random access procedure;

-
E.g. when UL synchronisation status is “non-synchronised”;

-
UL data arrival during RRC_CONNECTED requiring random access procedure;

-
E.g. when UL synchronisation status is "non-synchronised" or there are no PUCCH resources for SR available.

-
For positioning purpose during RRC_CONNECTED requiring random access procedure;

-
E.g. when timing advance is needed for UE positioning;


After multiple-TA feature is introduced, we think one new event for RACH trigger should be added, as below:
-
For TA group maintenance purpose during RRC_CONNECTED requiring random access procedure;
 -
 E.g. for TA group change monitor, or for TA value of SCell group re-obtaining after TAT of SCell group expiry.
Proposal 1:  TA group maintenance is additionally one event to trigger the RACH procedure.
It has been concluded that UE does not support parallel RACH. If multiple RA procedures are triggered, it should only relate to the following events:
UE-initiated RACH events: 
·  
UL data arrival

It has been agreed that UE initiate a RACH procedure only on PCell in case of UL data arrival. There are two scenarios: PCell is UL out-of-sync, and no PUCCH resources for SR available.
eNB-initiated RACH events: 
·  
DL data arrival
In this case, PCell is UL out-of-sync. Therefore, the eNB should trigger RACH procedure on PCell.
·  
Positioning

We assume that positioning can always be based on PCell, i.e. the eNB always trigger RACH procedure on PCell when the eNB need to locate the UE since PCell is used to provide the upper layer system information (i.e. the NAS mobility information e.g. TAI).
·  
TA group maintenance
There are two scenarios in this event: 
· For TA group change monitor
This occurs when one SCell may need to be transferred to another TA group. 
· For TA value of SCell group re-obtaining after TAT of SCell group expiry

The eNB may intend to not sent TA command to SCell group and let it TAT expiry, e.g. when UL data throughput is very low. And when the eNB find UL data throughput increase, the eNB trigger SCell RACH procedure to recover the UL of SCell group. Note that DL data throughput is not the reason for TA value re-obtaining because the eNB is still able to transfer DL data to UE on SCell group even when the SCell group is UL out-of- sync.
The eNB is capable to know the occurrence of parallel RACH among eNB-initiated RACH events, and can control to avoid it. Therefore, the combination of parallel RACH among “DL data arrival”, “Positioning”, “TA group maintenance” can be excluded.
For the combination of “UL data arrival” and “DL data arrival”/”Positioning”, both two RACH procedures are initiated on the same cell (PCell). It is not important which RACH is aborted. Therefore, it can be left to UE implementation, just similar to Rel-8/9/10.
For the combination of “UL data arrival” and “TA group maintenance (for TA value of SCell group re-obtaining)”, if UE initiates RACH for “UL data arrival”, it implies that the UL data throughput is very low this moment. However, the eNB triggers the RACH for “TA value re-obtaining of SCell group” in order to use the UL of SCell generally when UL data throughput increase to certain grade. It seems that the combination does not exist.
For the combination of “UL data arrival” and “TA group maintenance (for TA group change monitor)”, there is no UL data transmit on PCell and SCells for certain time duration before UE initiates RACH for “UL data arrival”. We assume that the eNB find SCell TA group change based on UL data transmit of SCell or some UL information from UE. Then since there is no UL data/UL information from UE, it is not possible that RACH for “TA group change monitor” is triggered here by the eNB at the same time.
Based on the above discussion, it seems that no more scenarios of multiple RACH triggers are found comparing previous release, and which requires specifying the UE behaviour. Therefore, we propose that:

Proposal 2:  No UE behaviour needs to be specified for parallel RACH, i.e. leave to UE implementation as Rel-8/9/10.
3   Conclusion
In this contribution, we discuss the scenarios of multiple trigger for RACH. We have the following proposals:
Proposal 1:  TA group maintenance is additionally one event to trigger the RACH procedure.
Proposal 2:  No UE behaviour needs to be specified for parallel RACH, i.e. leave to UE implementation as Rel-8/9/10.
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