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1
Introduction

The capability to operate on a shared or common resource on both the downlink and uplink in CELL_FACH state was introduced via the Enhanced CELL_FACH (Rel-7) and EUL in CELL_FACH (Rel-8) features. Furthermore, the DRX capability was introduced in CELL_FACH in Rel-8. The combination of these features allowed for mobiles to remain in the Cell_FACH state longer i.e. without transiting to "more dedicated" states while also allowing for power consumption saving. In particular, once these enhanced features get deployed, "always on" type services like Push to talk over cellular (PoC), Push email and VPN connections, which transmit frequent but small packets between the UE and server, could be supported in CELL_FACH state without the need to enter the CELL_DCH state. 

With the explosion of smartphone traffic in UMTS networks, it is now important to focus on improving link efficiency, user experience and system capacity in CELL_FACH states. For this purpose, a work item was approved in RAN#51 [3], for further enhancements to CELL_FACH. The objective of this work item is to identify whether the gains justify the complexity for introducing certain sub-features over the existing mechanisms. One such sub-feature listed therein is the following:-

· Downlink related improvements of resource utilization, throughput, latency and coverage

· DC-HSDPA operation
In this contribution, through system simulations and TCP tests over a prototype for file downloads, we observe the benefits, if any, of enabling DC-HSDPA in the CELL_FACH state.

2
DC-HSDPA in Cell FACH 
Table 1 shows a brief pros vs cons analysis for enabling DC-HSDPA in Cell FACH. In this contribution, through simulation results and through tests from a DC-HSDPA prototype we observe if the gains outweigh the cons of enabling DC-HSDPA in Cell FACH state. 
Table 1: Pros vs Cons of enabling DC-HSDPA in Cell FACH state
	Pros
	Cons

	
	

	Improved user experience from trunking efficiency for big burst sizes (>1Mbit burst sizes)
	Increase in current consumption for small burst sizes (<1Mbit)

	Faster release of UL common E-DCH resources could reduce uplink blocking
	Low burst sizes dilutes gain

	
	DRX cycle affects download rate gain


2.1 System Simulations for evaluating DC-HSDPA gains
In this section, we use the 3GPP bursty traffic model [5] to evaluate DC-HSDPA gains in CELL_FACH state with respect to burst size. We vary the burst size from 50kbit to 1Mbit. Its important to note here that in CELL_FACH state, we expect data transferred per burst OTA to be low (i.e. 50kbit or lower). It is not advisable to transfer big bursts of data in the downlink in CELL_FACH state due to the below concerns:
1. Lack of macro diversity on the uplink will increase uplink interference

2. Common E-DCH resources will be blocked for a long time (time to download a big burst is higher)
3. UE could have been camping on wrong cell due to the current UE based cell reselection procedure.

4. No Serving Cell Changes possible in CELL_FACH

Due to the above concerns, CELL_DCH is a more ideal state for download of big data bursts. 

2.1.1 Cell FACH operation details in the System Simulator

A smartphone user is assumed to be in long DRX state with a certain DRX cycle. Whenever DL data arrives, the UE is woken up through a HS-SCCH order to trigger CQI so data can be transmitted in the downlink. This incurs a delay since the UE is in DRX state. CQI will be available at the nodeB after CQI_DELAY milliseconds from the HS-SCCH order transmission time. This delay simulates time for setting up the uplink channels. Data is not transmitted in the absence of CQI. CQI is present for the duration of burst and for CQI_EXPIRY_DELAY milliseconds after completion of burst. If the second burst arrives before CQI_EXPIRY_DELAY we don’t penalize the burst transmission time for the second burst to include the time for waking up the UE. Further details of this operation is captured in [4]. To get a better understanding of this scheme, readers are encouraged to refer to [4]. Figure 1 shows the timeline of the described operation as well as some key metrics. 
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Figure 1: Timeline  of operation in Rel 11 Cell FACH

The key metric is burst rate which is defined as Burst size/Burst transmission time. 
2.1.2 Cell FACH Simulation Parameters
Simulation Parameters:

Table 2: Simulation parameters

	Parameter
	Comments

	Cell Layout
	Hexagonal grid, 19 Node B, 3 sectors per Node B with wrap-around

	Inter-site distance
	1.0 km

	Channel model
	3GPP mix

	UE spatial distribution
	Uniform 

	UE traffic pattern
	3GPP bursty traffic model

	Burst Size
	50kbit, 200kbit, 500kbit, 1Mbit

	Interarrival time
	5 sec

	Length of simulation run
	1 min

	CQI DELAY
	50ms

	CQI EXPIRY DELAY
	160ms 

	DRX Cycle length
	320ms

	HS-SCCH trigger channel EcIor
	-10dB

	UE receiver 
	Type 3i 

	Num Ues/Carrier
	2,4,8,16,32,64


2.1.3 DC-HSDPA Simulation results 
Table 3: Simulation Results for large burst sizes

	Burst Rate (kbps) 
	Burst Size: 1Mbit 
	Burst Size: 500kbit 
	Burst Size: 200kbit 

	Num UEs/Carrier 
	SC-HSDPA 
	DC-HSDPA 
	DC-HSDPA gain(%) 
	SC-HSDPA 
	DC-HSDPA 
	DC-HSDPA gain(%) 
	SC-HSDPA 
	DC-HSDPA 
	DC-HSDPA gain(%) 

	2
	1722.5
	2747.2
	59.5
	1390.7
	2016.2
	45
	897.4
	1178.3
	31.3

	4
	1685.9
	2599.1
	54.2
	1383
	1963.2
	41.9
	901.5
	1154.6
	28.1

	8
	1483.7
	2154.9
	45.2
	1349.4
	1826.4
	35.3
	911.9
	1129.2
	23.8

	16
	804.7
	1064.9
	32.3
	1131.7
	1572.9
	39
	860.1
	1086.6
	26.3

	32
	241.1
	231.5
	-4.1
	577.3
	659.5
	14.2
	781.9
	983.4
	25.8

	64
	88.3
	81.7
	-7
	123.1
	109.8
	-10.8
	509.4
	609.7
	19.7


Table 4: Simulation Results for small burst sizes

	Burst Rate (kbps)
	Burst Size: 50kbit 

	Num UEs/Carrier 
	SC-HSDPA 
	DC-HSDPA 
	DC-HSDPA gain(%) 

	2
	374
	442.7
	18.3

	4
	376
	424.4
	12.8

	8
	379
	423.4
	11.6

	16
	374
	425.1
	13.6

	32
	369.6
	421.9
	14.2

	64
	355.6
	403.1
	13.3


Table 3 presents simulation results for large burst sizes and Table 4 presents simulation results for small burst sizes. Simulation shows that DC-HSDPA shows meaningful burst rate gains of 30% and above only when the burst size is 500kbits or above. 
For burst size of 50kbit and below, the burst rate gain due to DC-HSDPA is very minimal to negligible. For such small burst sizes, we anticipate that the power consumption during DC-HSDPA operation will be much higher than SC-HSDPA operation. Thus enabling DC-HSDPA operation for small burst sizes will increase power consumption of the UE without providing any meaningful user experience improvement. 

Since CELL_FACH is a state specifically designed to efficiently transfer small amounts of data (or small burst sizes), the above simulation results show that enabling DC-HSDPA in CELL_FACH will increase UE power consumption without improving user experience. 
For download of large burst sizes (such as burst sizes in Table 3), its beneficial to transfer the UE to CELL_DCH (to avoid blocking of common E-DCH resources on the uplink and for better mobility) where meaningful DC-HSDPA user experience gains can be achieved. 
So we conclude that DC-HSDPA operation should be permitted only in CELL_DCH state. 

2.2 DC-HSDPA gains for TCP protocol measured through prototype implementation

In this section, we evaluate DC-HSDPA burst rate gains for various burst sizes using our prototype implementation of DC-HSDPA. We consider TCP protocol for the foreground prototype UE under test. The DC-HSDPA prototype implements all the layers of the protocol stack (physical, Medium Access Control (MAC), Radio Link Control (RLC), and upper layers) per 3GPP Rel 8 specifications. Cell loading is created by background UEs performing UDP traffic with 100kbit burst size and mean inter arrival time of 500ms. We observed that 20% TTI utilization is obtained with 4 background UDP UEs and 70% TTI utilization is obtained with 18 background UDP UEs. The foreground  prototype UE supports both SC-HSDPA and DC-HSDPA and uses an Linear Minimum Mean Squared Error (LMMSE) Equalizer receiver using 2 receive antennas. The channel and geometry of the prototype UE being tested is VA30 channel and 5dB geometry. We vary the burst size of the foreground prototype UE. The burst rate is calculated as burst size divided by total burst transmission time. Total burst transmission time includes the time taken to flush the NodeB buffer plus an additional wake up time of 160ms on an average (since the UE is in DRX state with a DRX cycle of 320ms). Results are shown in Table 5. 
Table 5: Results from prototype testing

	Burst Rate  for foreground prototype UE (Kbps)
	Load: 20% TTI Utilization
	Load: 70% TTI Utilization

	
	DC-HSDPA
	SC-HSDPA
	Burst Rate Gain (%)
	DC-HSDPA
	SC-HSDPA
	Burst Rate Gain (%)

	Protocol/size
	
	

	
	
	
	
	
	
	

	TCP 200kbit
	347
	323
	7.6
	345
	325
	6.1

	TCP 1Mbit
	1029
	941
	9.3
	864
	620
	39.5

	TCP 4Mbit
	2789
	1988
	40.3
	1622
	1065
	52.3

	TCP 8Mbit
	3880
	2503
	55.0
	2103
	1235
	70.3


Table 5 shows that with TCP and burst size of 200kbit or below, DC-HSDPA has very little burst rate improvement in CELL_FACH (<10%) for both 20% and 70% cell loading. With TCP and burst size of 1 Mbit, DC-HSDPA shows burst rate improvement of >30% only at very high loads (70%). Its important to note here that the DRX Cycle in CELL_FACH is not the reason behind such limited gains, instead the limited gains are due to the short burst size where majority portion of the file download time is spent in TCP slow start. Hence results from our prototype based testing confirms our simulation results (i.e.) low burst sizes dont provide any user experience improvement with DC-HSDPA. 
3
Conclusions

As shown in Section 2, from simulation results as well as TCP tests performed, the user experience benefit of DC-HSDPA for small burst sizes is not very significant. For small burst sizes, DC-HSDPA will consume higher power with insignificant user experience improvement. Since CELL_FACH state is meant primarily to transfer small data bursts over the air, we do not see any particular need for enabling DC-HSDPA in CELL_FACH. For large burst sizes, the preferred operation is to transfer the UE to CELL_DCH state where DC-HSDPA will show user experience benefit.
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