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Introduction
In Release 8/9, SA2 decided to mandate MBR=GBR and there was no need for the UE to know MBR since eNB already assigns PBR based on GBR.
However, SA decided to allow the network to set MBR>GBR to support applications that’s capable to perform rate adaptation. For instance, an application can generate nominal rate of x, which will be close to GBR but if there’s extra bandwidth given by the network, the application can increase its rate up to MBR. However, the application should not increase its rate beyond MBR.
In this contribution, we discuss whether there is a need for new procedures to handle MBR>GBR in RAN2 specs.
Discussion
For UL, currently there is a 2-round scheduling in the logical channel prioritization (LCP) procedures:

· The 1st round ensures all PBR’s of all logical channels are met

· If there’s any excess, the 2nd round ensures all the logical channels are served in decreasing priority order including the logical channels in the 1st round.

At a high level, the issues with the current procedures can be summarized as follows:

· Current procedures do not limit the maximum amount of data served to any logical channel

· When MBR > GBR, it’s possible the UE will “over-serve” a logical channel and allow traffic beyond MBR to be served and in some cases, starving other logical channels that have lower priorities and wasting over the air resources.
We illustrate the above points in the following two examples.

Example 1:

· LC1: adaptive video, GBR=128kbps, MBR=256kbps, PBR=128kbps, high priority

· Source generates 512kbps illegally
· LC2: web browsing, non-GBR, PBR=500kbps, low priority

· eNB UL grant=1012kbps

· Consequence of R9 procedures:

· Excessive adaptive video traffic gets served and discarded
· Web browsing CANNOT take advantage of excess bandwidth (BW) offered by the eNB 
· 25% of the assigned OTA resources are wasted!
	BW served to each LC

	
	R9 procedures (kbps) 
	With MBR policing (kbps) 

	LC1 (adaptive video) 
	512 
	256 

	LC2 (web browsing) 
	500 
	756 

	OTA resource wasted 
	256 
	0 

	Data discarded in the CN
	256 
	0 


Table 1 Bandwidth served to each Logical Channel in Example 1
Example 2:

· LC1: adaptive video, GBR=128kbps, MBR=256kbps, PBR=128kbps, high priority

· Source generates 512kbps illegally
· LC2: adaptive audio, GBR=5.9kbps, MBR=12.2kbps, PBR=5.9kbps, medium priority

· LC3: web browsing, non-GBR, PBR=500kps, low priority

· eNB UL grant=1017.9kbps

· Consequence of today’s procedures:

· Excessive video traffic gets served and discarded
· Adaptive audio stays at minimum rate
· Web browsing CANNOT take advantage of excess BW offered by the eNB 
· 25% of the assigned OTA resources are wasted!
	BW served to each LC

	
	R9 procedures

(kbps)
	With MBR policing (kbps)

	LC1 (adaptive video)
	512
	256

	LC2 (adaptive audio)
	5.9
	12.2

	LC3 (web browsing)
	500
	749.7

	OTA resource wasted
	256
	0

	Data discarded in the CN
	0 
	0


Table 2 Bandwidth served to each Logical Channel in Example 2
As seen from the numbers in Tables 1 and 2, we could summarize the issues in more details as follows:
· If an rate adaptive application generates UL traffic beyond MBR, eNB will lose control on how the excess are distributed by the UE across the logical channels
· eNB intends to give the extra resources to the other logical channels with lower priorities but UE fails to execute
· Issues
· Wasting OTA resources unnecessarily
· UE does not behave as the eNB intends it to
· The intended QoS cannot be realized
· UEs should not generate more data than the UL MBR, which represents the UNI contract! Otherwise what is the purpose of sending the UL MBR to the UE?
· The range of PBR values defined by 3GPP is very coarse (see 36.331): kBps0, kBps8, kBps16, kBps32, kBps64, kBps128,kBps256, infinity) 
· not appropriate for managing any GBR value (no such restriction on GBR or MBR settings). Therefore it's inherently an insufficient scheme (PBR was mainly intended for non-GBR bearers)
To address the issues above, we propose the UE LCP shall take into account the MBR setting of the LC that has MBR>GBR. More specifically, the UE shall limit the resource served to the LC by no more than MBR.
· Benefits of the proposal
· UE can no longer violate UNI contract. Excessive traffic generated by non-compliant apps is no longer a threat to the network

· OTA resources will no longer be wasted. Higher scheduling efficiency for LTE/LTE-A ("boosting data" when RF is optimal) 

· eNB can control the UE distribution of resources among logical channels to ensure QoS intended by the eNB will be achieved

· In the future, we will see optimized applications which are designed for MBR > GBR ("elastic streaming"). Such apps can take full benefits of excess BW

In RAN2#70bis, the some questions and issues were raised and we address them in Annex A. Note that the UL MBR value is already available in UE NAS during EPS bearer setup. To have a clean interface (more for modelling purposes), we could make NAS send the MBR value to RRC, then RRC can configure MAC with this value internally inside the UE.
Proposal 1: UE shall limit the resource served to a logical channel with MBR>GBR to MBR and not beyond that.
Proposal

In this contribution, we discuss two issues with serving logical channels with MBR > GBR and we propose the following to address the issues:
Proposal 1: UE shall limit the resource served to a logical channel with MBR>GBR to MBR and not beyond that.

Annex A
Question: Where in NAS is MBR available in the UE?

Answer: The UL MBR information is available in NAS “EPS Session Management (ESM) information elements”. See TS42.301 subclause 9.9.4.3 excerpted below.

“9.9.4.3
EPS quality of service

The purpose of the EPS quality of service information element is to specify the QoS parameters for an EPS bearer context.

The EPS quality of service information element is coded as shown in figure 9.9.4.3.1 and table 9.9.4.3.1.

The EPS quality of service is a type 4 information element with a minimum length of 3 octets and a maximum length of 11 octets. Octets 4-11 are optional. If octet 4 is included, then octets 5-7 shall also be included, and octets 8-11 may be included. If octet 8 is included, then octets 4-11 shall also be included. The length of the EPS QoS IE can be either 3 octets, 7 octets or 11 octets.
Refer to 3GPP TS 23.203 [7] for a detailed description of the QoS Class Identifier (QCI).

	8
	7
	6
	5
	4
	3
	2
	1
	

	EPS quality of service IEI
	octet 1

	Length of EPS quality of service contents
	octet 2

	QCI
	octet 3

	Maximum bit rate for uplink
	octet 4*

	Maximum bit rate for downlink
	octet 5*

	Guaranteed bit rate for uplink
	octet 6*

	Guaranteed bit rate for downlink
	octet 7*

	Maximum bit rate for uplink (extended)
	octet 8*

	Maximum bit rate for downlink (extended)
	octet 9*

	Guaranteed bit rate for uplink (extended)
	octet 10*

	Guaranteed bit rate for downlink (extended)
	octet 11*


Figure 9.9.4.3.1: EPS quality of service information element”
Comment: Since typically MBR will be set to the maximum UL data rate that can be generated by the application, the application traffic should not exceed the MBR.

Response: 

1.  We should not be relying on compliance by the application.  These are not tested by the operator.  In some cases the application may be on a laptop or a downloadable app on an iPhone/Android OS.

2.  For some applications, the MBR parameter is unknown because the b=AS SDP parameter is not relevant (see RFC4566 Session Description Protocol section 5.8, which mentions b=AS for RTP-based apps but not other apps (e.g., http).  One example are the HTTP-based applications that are mentioned in R2-104191.
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