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1. Introduction
The termination point of the different protocols (S1, X2, GTP-U, SCTP/IP, UDP/IP) when Type I relay nodes (RN) [1] are inserted in LTE-A networks was discussed in RAN2#66 and RAN2#66bis meetings. Four options are being considered [2] [3]. This contribution compares the four options in light of the packet structures of the DL traffic through all nodes. The analysis for the UL traffic is identical and has been omitted for simplicity. 
2. Alt 1: Full Layer 3 Architecture
Alt. 1 terminates both user and control planes of S1 and X2 at RN, where all UEs traffic is carried over Un through RN’s EPS bearers. This assumes Un’s DRBs transport one or more (in case of multi-hop) encapsulated GTP-U tunnels, each with their associated UDP/IP or SCTP/IP headers. This architecture involves RN-dedicated S/P-GW nodes in EPC. In DL U-plane (Figure 1), UE’s PGW does legacy mapping of incoming IP packets onto UE’s EPS bearers tunnels based on DS field in IP header + (new function) sets the DS field of the IP header of the GTP tunnel according to the target RN EPS bearer UE’s EPS bearer is expected to use on Un. Then, the RN’s PGW does legacy mapping of the incoming IP packets onto RN’s EPS bearer (several to one mapping) based on DS field in GTP tunnel IP header, then forwards to SGW. The resulting GTP/UDP/IP header overhead on Un is expected to be reduced through a new header compression scheme.
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Figure 1: DL U-plane packet routing - Alt.1

On the C-plane (Figure 2), it is the same as above except that it is now the MME-UE which is in charge of the new function consisting in setting the DS field of the IP header of the SCTP packet according to the target RN EPS bearer UE’s EPS bearer is expected to use on Un. Figure 2 highlights in red one of the issues of this approach which is that C-plane NAS messages are conveyed on DRBs on the Un, meaning they are not integrity protected.

[image: image2.jpg]UE's
MME

RN's
PGW

DeNB

RN

RN'’s EPS bearer's GTP tunnel’s header S1-AP Packet

-

- -

IP destination address

s = UE's IP address
DS field is set according to
mapped RN's EPS bearer
A l To RN's PGW
~
IP destination address
= DeNB's IP address

P UbDP GTP

L
To DeNB vi:
GTP tunnel (TEID) is set according to DS field i e

.

P UbDP GIE

Mapping onto RN's DRB according to GTP tunnel (TEID)
s
l To RN via Un
l RRC forwarding of NAS
message onto SRB0/1/2
SCTP termination

L

L To UE via Uu




Figure 2: DL C-plane packet routing - Alt.1

3. Alt 3: RN bearers terminated at DeNB
Alt. 3 reflects one level of optimization with respect to Alt 1 by having "local breakout-like" functionality in the DeNB where the RN-dedicated S/P-GW nodes are integrated in the DeNB. As shown below, with this approach one implementation optimization at DeNB would skip the RN’s EPS bearer’s GTP tunneling / de-tunneling and the incoming UE’s GTP tunnel could directly be mapped onto an RN’s Radio Bearer based on the DS field of the IP header of the UE’s GTP tunnel (U-plane, Figure 3) or SCTP packet (C-plane, Figure 4).
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Figure 3: DL U-plane packet routing - Alt.3
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Figure 4: DL C-plane packet routing - Alt.3
4. Alt 2: Proxy S1/X2
Alt. 2 further adds another level of optimization by removing the RN-dedicated S/P-GW nodes at U-plane and adding "HeNB GW-like" functionality in the DeNB, consisting of switching GTP tunnels from/to UE’s S/P-GW to GTP tunnels to/from RN. In DL U-plane (Figure 5), UE’s PGW does legacy mapping of incoming IP packets onto UE’s EPS bearer tunnels based on DS field in IP header, then sends UE’s tunneled packets to the IP address of the DeNB. DeNB acts as a S1/X2 proxy: UE’s EPS bearers are mapped onto RN’s EPS bearers in DeNB based on their TNL QoS indicators (several to one mapping) and the tunnels are sent to the RN’s IP address through Un. Here again, the resulting GTP/UDP/IP header overhead on Un is expected to be reduced through a new header compression scheme.
At C-plane, the description in [2] is: “The S1-AP messages encapsulated by SCTP/IP are transferred over an EPS data bearer of the RN where the PGW functionality for the RN’s EPS bearers is incorporated into the DeNB”. This seems to assume a similar mapping as for Alt1 and Alt3, i.e. based on the DS field of the IP header of the SCTP packet. However, this would imply that RN is not transparent for MME-UE (which needs to set this field), which is the baseline assumption of Alt2.
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Figure 5: DL U-plane packet routing - Alt.2

5. Alt 4: S1-U termination at DeNB
Similar to Alt 2, in DL U-plane (Figure 6), UE’s PGW does legacy mapping of incoming IP packets onto UE’s EPS bearers tunnels based on DS field in IP header, then send UE’s tunneled packets to the IP address of the DeNB. Then, there are two options regarding UE’s EPS bearers mapping and multiplexing on Un: at GTP level (Alt4-a) [4] or at L2 (Alt4-b) [3]

 REF _Ref228354789 \n \h 
[5][6]. In both cases UEs bearers are mapped onto RN’s DRBs according to their GTP tunnel (TEID). In the former case, the GTP header is kept as is and used to address the different UEs SDUs in the Un multiplex. In case of L2 multiplexing, the SDUs of the different UE’s bearers are tagged in the Un’s multiplex with a unique identifier playing the same role as the GTP header in Alt4-a, but which size is smaller since it only needs to cover UE’s served by RN. L2 multiplex can operate at MAC layer, resulting in a 1-1 mapping between UE’s bearers and Un’s radio bearers or at PDCP layer. None option requires any new compression scheme.
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Figure 6: DL U-plane packet routing - Alt.4

At C-plane (Figure 7), the SCTP/IP protocol is terminated at the DeNB and the S1/X2-AP messages are carried by RRC on SRBs (with integrity protection).
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Figure 7: DL C-plane packet routing - Alt.4

6. Conclusions

In this document, we review the packet structures and routing options of architecture candidates for LTE-A Type I relays. We can conclude that Alt 4 architecture requires minimum overhead on Un, minimizes the number of nodes involved in the packet routing, does not require any specific header compression on top of the legacy RoHC, and guarantees integrity protection of S1/X2-AP messages on Un.
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