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1. Introduction

An important requirement for LTE-Advanced is that the system should be capable of supporting significantly increased data rates. The targets for downlink and uplink peak data rates are 1 Gbps and 500 Mbps respectively [1]. On the user plane, this could translate into a significantly larger number of PDCP SDUs to be processed per unit time and needs a substantial increase in Layer 2 (L2) packet processing capability. An increase in L2 processing complexity results in increased power consumption as well as cost to UEs. Hence, there is a strong reason to keep complexity low while being able to support high peak rates.
It should be noted that even though the physical layer data rate increases significantly, we don’t expect UE’s L2 processing to become faster in the same proportion. Hence, it is important to simplify user plane processing in order to achieve cost effective UE solutions for Advanced E-UTRA. This issue was brought out in [3] and there was an agreement in RAN2#66bis that user plane enhancements in LTE-A, which reduce UE complexity and/or power consumption, should be considered.

We will be using the following definitions:

Just-in-time processing
: Processing within the MAC PDU generation time line, i.e., processing required for generating   a MAC PDU upon receiving a MAC PDU generation request.

Off-line processing

: Processing outside the MAC PDU generation time line.
In this contribution, we focus on the following aspects of the user plane design which we consider are major bottlenecks 

1. At high data rates, the number of PDCP SDUs to be processed in each sub-frame increases. In the current LTE PDCP/RLC design, each PDCP data PDU contains 1 PDCP SDU, leading to an increase in the number of PDCP PDUs. Transmit RLC, both on DL and UL, operates under a strict time budget (just-in-time) and its concatenation complexity is proportional to the number of PDCP PDUs that need to be included in a RLC PDU. Since each PDCP data PDU contains 1 PDCP SDU, the RLC just-in-time concatenation complexity is also proportional to the PDCP SDU rate. It should be noted that among the L2 sublayers “aware” of the air-interface, only PDCP doesn’t allow concatenation. RLC allows concatenation even for just-in-time processing and MAC allows concatenation/multiplexing of multiple logical channels.
2. Even though, in practice, a given UE may almost never be scheduled at the peak rate for its category for 100% of the time, the transmit RLC processing complexity needs to be dimensioned to handle the peak PDCP SDU rate; i.e., the maximum number of PDCP SDUs in a MAC PDU. This is an aspect which was also brought out in [2] and is independent of data rate. Furthermore, as data typically comes in bursts, there are often periods of sending Scheduling Request (SR) / Buffer Status Report (BSR) and waiting to be scheduled. 
2. Concatenation complexity reduction at RLC
Release 8 RLC complexity is proportional to the number of PDCP PDUs that need to be included in a RLC PDU and this process is always just-in-time. Since each PDCP PDU contains exactly 1 PDCP SDU, RLC concatenation complexity is proportional to the number of PDCP SDUs to be included in a MAC PDU. 
RLC concatenation complexity can be reduced by allowing PDCP to concatenate multiple PDCP SDUs into a single PDCP PDU off-line.  Hence, a PDCP PDU is allowed to contain multiple PDCP SDUs and PDCP does this concatenation off-line (when the opportunity exists, for example, in sub-frames where UE is not scheduled, but has packets to send in its buffer). Concatenation in PDCP would allow the PDCP to create a small number of large PDCP PDUs rather than large number of small PDCP PDUs. This would reduce the PDCP PDU rate seen by RLC, thereby reducing just-in-time concatenation complexity at RLC. Figure 1 illustrates this proposal (PDCP and RLC headers are not shown in the illustration).
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Figure 1: Transmit data path
Note that there is no change at RLC. If the PDCP PDU is too large to fit inside a RLC PDU, RLC segments the PDCP PDU as is done currently. The segmentation complexity remains the same as the Release 8 design and there is a strict reduction in the just-in-time RLC concatenation complexity due to off-line PDCP concatenation. This happens since the RLC handles fewer PDCP PDUs for the same amount of data when PDCP concatenation is enabled.
Summary of the advantages from PDCP SDU concatenation

· Off-line PDCP SDU concatenation results in decreased RLC just-in-time concatenation complexity. Since UEs are seldom scheduled at their peak rates indefinitely, there are periods where the possibility for off-line bundling exists. Hence, if PDCP SDU concatenation is done when no MAC PDU is being generated, more PDCP SDUs can be included in a MAC PDU when the scheduling decision is received, resulting in an increased burst rate. Therefore, the rate when scheduled is not limited by processor but rather the air-interface and the UE can use the air-interface capacity to the fullest. This therefore increases air-link capacity and efficiency. 
· Since throughput increases due to off-line PDCP SDU concatenation, end-to-end packet delay can also be reduced by appropriately unbundling at the receiver. Hence, PDCP SDU concatenation results in a reduction in user plane latency. 
Hence, we see that PDCP SDU concatenation allows improved user throughput and reduction in delay whilst not scaling the RLC processing complexity proportionally. Note that while PDCP SDU concatenation is geared towards LTE-Advanced data rates, its benefit is independent of what the actual data rate is. 
Simulation results in Appendix 1 illustrate the advantages of PDCP SDU concatenation.
Proposal: A PDCP PDU may contain 1 or more PDCP SDUs and PDCP SDU concatenation is allowed at the PDCP layer.
3. Summary
In this contribution, we propose PDCP SDU concatenation at the PDCP layer which results in a reduction in RLC just-in-time concatenation complexity allowing support of high rates with low Layer 2 complexity. 
We summarize our proposal as:

Proposal: A PDCP PDU may contain 1 or more PDCP SDUs and PDCP SDU concatenation is allowed at the PDCP layer.
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Appendix 1: Simulation results
The simulation is an uplink simulation with PDCP concatenation at the UE. The following are the assumptions:
· The UE has one logical channel.
· For simplicity, the UL grant size is always assumed to be L2 processor limited (not airlink limited).
· The UE can either be scheduled or not in a TTI

· When scheduled, it concatenates up to 12 RLC SDUs into a MAC PDU.
· When not scheduled, it concatenates up to 12 PDCP SDUs into a PDCP PDU (when bundling is enabled).

· The TTIs in which the UE is scheduled are chosen randomly with a probability of 1/3. Hence, the UE is scheduled 1/3 of the times and does PDCP SDU concatenation in the remaining 2/3 of the time, subject to data being present in its buffer.
· Delay due to Scheduling Request, Buffer Status Report and scheduling is fixed at 8 ms.
· PDCP SDUs arrive according to a Poisson random process and have a fixed size of 1500 bytes.
· A PDCP PDU can contain a maximum of 8 PDCP SDUs and have a maximum size of 8 Kbytes. This reflects possible implementation restrictions on PDCP SDU concatenation.
The plot in Figure 2 shows how the output rate of the UE varies with its input rate. It is seen that without PDCP SDU concatenation, the UE can only support a (stable) rate of up to 50 Mbps whereas, with concatenation, the supportable rate goes up to 120 Mbps. Hence, the gains are significant.
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Figure 2: Output rate Vs Input rate
Since PDCP SDU concatenation increases the data rate when scheduled (burst rate), the mean as well as the tail of the end-to-end packet delay is reduced. This is illustrated in Figure 3. The reason that the delay curve goes down and then goes up is that at very low input data rates, the UE’s buffer often turns empty thereby resulting in additional delay due to Scheduling Request and Buffer Status Report having to be sent to the eNB by the UE.
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Figure 3: Delay
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