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[bookmark: _Ref129681832]At RAN#102 meeting, a new R19 WI on AI for air interface [1] was approved and revised in RAN#103 meeting [2]. One objective is about specification support for positioning accuracy enhancements.
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



Following RAN2#126 agenda, this paper is to provide RAN2 impacts analysis on LCM for positioning accuracy enhancements use case.
	8.1.2.2 LCM for positioning use case  
Contributions should focus on UE-sided model, but can discuss NW-sided model and should focus on 1st prioirity positioning use cases 



Discussion
In the following sections, we will discuss the potential RAN2 impacts to support the LCM of the above positioning use case for both the UE-sided and NW-sided model, respectively.
UE-sided model for positioning
In the objective, there are two type of UE-sided model for positioning accuracy enhancements, as highlighted with yellow marker [1].
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


In the last RAN2 125b# meeting, there are following agreements for UE-sided model.
	Agreements:
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean necessarily that the UE has the model available.  FFS what functionality refers to.  
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
Agreements for positioning and beam management 
1 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
3	FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
Agreements:
1	For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
2	“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19


According to the above agreements, the main issues can be concluded as three aspects.
· What is the supported functionality referring to;
· How to effectively support reactive/proactive reporting of UE-sided applicable functionality;
· The implementation details for functionality management;
Then in the rest sub-sections, we will give detail analyses about the three aspects.
Definition of Supported Functionality
In TR 38.843 [3], the definition of functionality identification is captured as below:
	Functionality identification: A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE. Note: Information regarding the AI/ML functionality may be shared during functionality identification. Where AI/ML functionality resides depends on the specific use cases and sub use cases.



For each use case, the standard definition of functionality is still in RAN1 discussion. In general, we think the functionality can refer to a group of AI models, which are designed to realize an AI based function. In the positioning case, for example, the UE-sided functionality can refer to direct AI/ML positioning (case 1), or UE-assisted AI/ML positioning (case 2a), from the sub-use case perspective.
Besides referring to a sub-use case, a specific functionality may further describe other common information among a group of models, e.g. the input/output related information. The combination of sub-use case and input/output can be regarded as the granularity to distinguish the supported functionalities. For the direct positioning, the input can be either CIR (Channel Impulse Response), PDP (Power Delay Profile), or DP (Delay Profile), which can respectively refer to different functionalities. For the assisted positioning, the output can be either LOS/NLOS identification, ToA (Time of Arrival), which also respectively refers to different functionalities.
In our view, the supported functionality indicates that the UE is able to execute specific functionalities within feasible hardware/software conditions. However, due to the variable hardware and software conditions, in a certain time, the UE may currently be able to execute only a sub-set of all the supported functionalities, which is defined as applicable functionality.
Observation 1: For positioning use case, the UE-sided functionality can be categorized based on sub-use cases, input, and output, etc.

Proposal 1: For UE-sided model for positioning, it is proposed RAN2 to discuss the following two options for supported functionality category:
(1) sub use cases, e.g. Case 1, Case 2a
(2) a combination of sub use cases and the input/output related information

Proposal 2: It is proposed RAN2 to agree that the applicable functionality can be a sub-set of the supported functionality.

Reactive/Proactive reporting of UE-sided applicable functionality
As discussed in the above sub-clause 2.1.1, the UE may have different applicable functionalities in different time. The NW side should be informed of the applicable functionalities, in order to make functionality management decisions. For the UE-sided positioning use case, the UE can report to LMF about the applicable functionality via LPP signaling. In general, there are two options for the applicable functionality reporting.
· Option A, proactive reporting. The UE reports its applicable functionality to the NW side, before the NW side can make functionality management decisions. The NW may configure the UE to proactively report, e.g. in periodic or when UE has applicable functionality changes. Meanwhile based on UE implementation, the UE can decide if any other applicable functionality information, which is not required by the NW configurations, that can also report. In this option, the NW can in advance be aware of the UE applicable functionality, and thus can make management decisions with short delay.
· Option B, reactive reporting. When the NW needs to make functionality management decisions, the NW configures the UE to report specific applicable functionalities. And then the NW side can make functionality management decisions based on UE reports. In this option, the NW can acquire the exactly needed applicable functionality information and cause no signaling wastes. However, each time the NW needs to make LCM decisions, the UE should be configured and report applicable functionality, and thus increase the time delay for making LCM commands.
Either of these two options has pros and cons, which are summarized in the follow observation.
Observation 2: For the proactive and reactive UE-sided applicable functionality reporting, we observe the following pros and cons.
	Option
	Pros
	Cons

	Proactive
	The NW can in advance be aware of the UE applicable functionality, and thus can make LCM decisions with short delay.
	The UE reported applicable functionality information may not always meet the NW demands.

	Reactive
	The NW can acquire the exactly needed applicable functionality information and cause no signaling wastes.
	The time delay to make LCM commands shall increase.



Whether to configure the UE report in proactive or reactive is actually NW-sided implementation. For example, currently the UE is working in case 1, i.e. the UE-sided direct AI/ML positioning. And the LMF estimates that the case 2a, i.e. the UE-assisted AI/ML positioning shall be activated in the next period of time, the NW can then configure the UE to report applicable functionality from case 1 related to case 2a related. 
From the perspective of the UE, the UE is not aware of whether the reporting is proactive or reactive, but the UE is just responding to the NW requirements. Therefore, for positioning use case, the UE can be configured to report applicable functionality via LPP signaling, while both proactive and reactive can be supported.
Proposal 3: For positioning use case, it is proposed RAN2 to agree that the UE can be configured and report applicable functionality via LPP signaling, according to network instructions.

Signaling for applicable functionality report
As analyzed above, the supported functionality is static and elaborate, which also brings heavy signaling overhead. The UE usually reports this information in a certain point in time, e.g. when accessing the NW. The applicable functionality can on the other hand can be dynamic. If the UE is configured to always report the most detailed functionality information, the LPP signaling costs would be large. Therefore, we think based on the UE reported supported functionality, e.g. via UE capability reporting, the NW side can then configure the UE to report applicable functionality via LPP message, for only specific functionalities. For example, if a UE support both case 1 and 2a, and the LMF concerns more about case 1. Then the UE can be configured to report applicable functionality only for case 1, e.g. whether the UE is currently able to use the CIR, PDP, or DP as the input. Thus, the signaling overhead can be declined while the NW side will still acquire the information it needs. 
Proposal 4: For applicable functionality reporting, it is proposed RAN2 to agree that the UE can be configured to report applicable functionality for all supported functionalities or some supported functionalities.
Proposal 5: For applicable functionality reporting, it is proposed RAN2 to agree that for one sub use case, the UE can be configured to report applicable input/output related information.

Discussion on functionality control
For the UE-sided model positioning, in the RAN1 116b meeting, the following agreements have been achieved.
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. PRU or non-PRU UEs
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). Proposed by Huawei
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.



We can observe that for the UE-sided model positioning case, the monitoring related information exchange is between UE and LMF. Meanwhile, the functionality management triggers and commands are also between UE and LMF. The UE and LMF communicate via LPP signaling. The main procedures should include the follows.
· Report configurations from LMF to UE. According to RAN1 116b meeting, in option A, it is the UE to calculate the monitoring metrics while in option B, it is the LMF to perform the calculation based on UE reported inference result. Whichever the option is chosen, the LMF should configure the UE about how to acquire calculation assistance data (option A) or what inference results to report (option B).
· Report from UE to LMF. Based on the configuration from LMF, the UE report to LMF via LPP signaling. The UE may be configured to report with trigger conditions or in periodic. After receiving reports from UE, the LMF may further send another configuration to the UE, to modified the previous configuration or cancel the UE reporting.

Proposal 6: For UE-sided model positioning case, it is proposed RAN2 to agree that the report configuration from LMF to UE and report from UE to LMF should use LPP signaling.

NW-sided model for positioning
[bookmark: _GoBack]In the objective, there are three types of NW-sided model for positioning accuracy enhancements, as highlighted with yellow marker [2]. In this sub-section, we shall analysis the 1st priority cases, i.e. case 3a and case 3b.
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



In the last RAN2 125b meeting, the following agreements are achieved for LCM for NW-sided model of positioning.
	Agreements:
1 RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
2 For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
3 There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    
4 FFS whether there is specification impact associated to gNB-side model monitoring.
5 For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
6 For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.



The supported and applicable functionality information exchange is between gNB and LMF for case 3a and 3b, therefore there is no RAN2 impacts since NRPPa is agreed to be used.
For the monitoring and inference, we quote the related conclusions from TR 38.843 [3] as the follows.
	Model monitoring:
-	Entity to derive monitoring metric
-	UE at least for Case 1 and 2a (with UE-side model)
-	gNB at least for Case 3a (with gNB-side model)
-	LMF at least for Case 2b and 3b (with LMF-side model)
-	For AI/ML based positioning, LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) is identified as the entity to derive the monitoring metric at least when monitoring is based on provided ground-truth label (or its approximation).
-	Data for computing monitoring metric: 
-	If monitoring based on model output: e.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground-truth label corresponding to model inference output for both direct and AI/ML assisted positioning
-	If monitoring based on model input: e.g., measurement corresponding to model inference input.
-	Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
-	Assistance signalling from UE/PRU for NW-side model monitoring.
Model Inference related: 
-	For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signalling overhead
-	Potential new measurement: CIR/PDP
-	Existing measurement: e.g., RSRP/RSRPP/RSTD
-	Note: Details of potential new measurement and/or potential enhancement to existing measurement is to be studied. 
-	For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a): 
-	Measurement report to carry model output to LMF
-	New measurement report: e.g., ToA, path phase
-	Existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
-	Enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
-	At least the following types of model inference output are identified as candidates providing performance benefits:
-	Timing estimation
-	Note: the report to LMF is derived based on and maybe different from the model inference output
-	LOS/NLOS indicator
-	Assistance signalling and procedure to facilitate model inference for both UE-side and Network-side model
-	RS configurations
The specification impact related to the following items is assessed: 
-	Types of measurement as model inference input
-	new measurement
-	existing measurement
-	UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
-	Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
-	For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
-	Assistance signalling and procedure to facilitate model inference for both UE-side and Network-side model
-	New and/or enhancement to existing assistance signalling
-	Note: Whether such assistance signalling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed


 
For the monitoring metrics deriving, at least the gNB executes the deriving for case 3a, and LMF for case 3b. Further, in case 3a, the LMF will first require the gNB to derive the monitoring metrics. Then gNB will request the LMF to provide assistance signaling, e.g. the ground-truth labels. Based on the assistance signaling and model outputs, the gNB can derive the monitoring metrics and report to the LMF, while the LMF will decide the functionality management. In case 3b, the LMF will require gNB to report measurement results and then derive the monitoring metrics. Therefore, the monitoring for case 3a/3b only involve gNB and LMF, and the related procedures can be realized based on NRPPa protocol.
Observation 3: For monitoring in case 3a and 3b, there is NRPPa impact and no RAN2 impact.

For the inference in case 3a, the gNB will provide model inference output, where new measurement report and (enhancement of) existing measurement report are included. And for the inference in case 3b, the gNB will provide measurements as LMF-sided model inference input, where potential new measurements and existing measurements are included. The above-mentioned information provided from gNB to LMF can be carried by NRPPa protocol and bring no RAN2 impact.
We note that RAN1#116bis had some discussions on inference inputs for 3a/3b, e.g. SRS measurements. For RS configuration, whether existing RS configuration can be re-used or not is still under RAN1 discussions. So we think the only potential impact is that in order to acquire these measurements, whether new RS configuration should be introduced or the current RS configuration should be enhanced.
Observation 4: For inference in case 3a and 3b, we observe no RAN2 impacts for now.

[bookmark: _Ref71620620][bookmark: _Ref124589665][bookmark: _Ref124671424]Conclusions
In this contribution, we share our views on LCM for Positioning use cases. Our observations and proposals are summarized as follows:
UE-sided model for positioning:
Observation 1: For positioning use case, the UE-sided functionality can be categorized based on sub-use cases, input, and output, etc.
Observation 2: For the proactive and reactive UE-sided applicable functionality reporting, we observe the following pros and cons.
	Option
	Pros
	Cons

	Proactive
	The NW can in advance aware of the UE applicable functionality, and thus can make LCM decisions with short delay.
	The UE reported applicable functionality information may not always meet the NW demands.

	Reactive
	The NW can acquire the exactly needed applicable functionality information.
	The time delay to make LCM commands shall increase.



Proposal 1: For UE-sided model for positioning, it is proposed RAN2 to discuss the following two options for supported functionality category:
(1) sub use cases, e.g. Case 1, Case 2a
(2) a combination of sub use cases and the input/output related information
Proposal 2: It is proposed RAN2 to agree that the applicable functionality can be a sub-set of the supported functionality.
Proposal 3: For positioning use case, it is proposed RAN2 to agree that the UE can be configured and report applicable functionality via LPP signaling, according to network instructions.
Proposal 4: For applicable functionality reporting, it is proposed RAN2 to agree that the UE can be configured to report applicable functionality for all supported functionalities or some supported functionalities.
Proposal 5: For applicable functionality reporting, it is proposed RAN2 to agree that for one sub use case, the UE can be configured to report applicable input/output related information.
Proposal 6: For UE-sided model positioning case, it is proposed RAN2 to agree that the report configuration from LMF to UE and report from UE to LMF should use LPP signaling.

NW-sided model for positioning:
Observation 3: For monitoring in case 3a and 3b, there is NRPPa impact and no RAN2 impact.
Observation 4: For inference in case 3a and 3b, we observe no RAN2 impacts for now.
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