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In RAN #102, work-item (WI) called AI/ML for Air Interface was approved [1]. 
Following objectives on AI/ML model/functionality LCM were captured in the AI/ML for air interface WI:
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback.
· Identification related signalling is part of the above objective.
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models.
· Signalling mechanism of applicable functionalities/models












In RAN2 125 bis following agreements were made [3]: 
Agreements on common LCM framework/signalling
1 For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further. 
a. “UE autonomous, decision reported to the network”, 
b. “Network decision, UE-initiated” (i.e. proactive approach).  
2 “UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19.




Agreements on functionality granularity and capability1. Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.  
a.  “supported” means that the UE is capable of supporting the functionality and doesn’t mean necessarily that the UE has the model available.  
b. FFS what functionality refers to.  
2. Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.









Agreements on function applicability/additional conditions1. Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  

2. Support reactive reporting of UE-sided applicable functionality.  

a. The NW configures AI/ML functionalities via RRC/LPP message.  
b. FFS what the configuration contains. 
c. FFS how to report applicable functionality and what is applicable functionality. 

3. FFS how the two approaches will be specified and whether we can combine them into one procedure.    
a. FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)



In this contribution, we discuss aspects related to AI/ML Beam Management use case that includes model/functionality LCM, configuration, and exchange of additional conditions between the UE and the Network.
Discussion: 
[bookmark: _Hlk166203528]UE-side LCM for Beam Management (Signalling Aspects)
The discussions in study item phase related to UE capability reporting and reporting applicability-related information is captured in [2]. 
Two types of UE reporting have been identified during the SI phase discussions to convey additional information are as follows:
1. Reactive Reporting: This type involves the UE providing information to the network in response to an action initiated by the network. In other words, the UE responds to prompts or requests from the network by transmitting relevant data.
2. Proactive Reporting: Proactive reporting entails the UE providing information to the network without the need for a specific request or action from the network. In this scenario, the UE autonomously communicates updates or changes to its supported models or functionalities to the RAN.

With SI phase discussions as the starting point, in RAN2 125bis, the applicability and additional conditions reporting was discussed within the scope of work item for AI/ML for air interface. During the discussions, various viewpoints emerged regarding the approach to UE reporting. The companies have differing opinions regarding the timing and method of UE reporting. While some companies prioritize ensuring that reported information is contextually relevant and applicable, others emphasize the need for proper configuration and the potential efficiency of proactive reporting mechanisms. As per the agreements in RAN2 125 bis [3], Support for both proactive and reactive reporting of applicable functionality on the UE-side has been agreed.

Observation 1: Both Proactive and Reactive reporting of UE-sided applicable functionality has been agreed to be supported.

A general signaling procedure for UE-sided AI/ML Life Cycle Management (LCM) for Beam management use-case for the case where functionality/model management resides at the network side is presented in Fig. 1 also referred to as network initiated where decision is made by the network [2]. The case in which the functionality/model management resides at the UE side is illustrated in Fig.2, also referred to as the UE.  

As a first step, the network may request AI/ML UE capability information with the help of for e.g., enhanced UE capability reporting procedure for AI/ML capability reporting. As a next step, considering the use-case requirements and applicable scenarios, the network may indicate network side additional condition(s) or request UE-side additional condition(s) to determine applicability of a functionality in a given environment/scenario. These conditions could relate to factors such as signal strength, interference levels, mobility patterns, UE configuration, scenario, or network congestion etc. 

Observation 2: As per the discussions captured in SI phase [2], the applicable functionalities may be a subset of all functionalities reported by the UE.
The UE can report the supported (sub-set) of beam management functionalities to the network such as supported beamforming techniques (e.g., directional beamforming, spatial multiplexing) and capability for channel state information (CSI) reporting. In response, the network, upon receiving the report, can determine the most suitable beam management functionalities to employ for the UE. This decision considers factors for e.g., Network conditions (congestion, interference), UE location and mobility, Traffic type (streaming, voice calls).
Furthermore, as shown in step 2,3 in Fig 1 and 2, the network may further configure UE(s) to perform data collection of selective parameters or KPIs for model inference, monitoring and training. These configurations maybe based on for e.g., the AI/ML model/functionality configuration, use-case, type of functionality/model, applicable scenarios etc. The model monitoring may help in assessing and reflecting a model’s performance in terms of for e.g., accuracy, relevance, complexity, signaling overhead for a model’s LCM etc. The KPIs maybe selected based on a target use-case and/or the applied model or functionality. For this, the reporting of device side information such as the UE memory, processing power, energy consumption, signaling overhead may also be considered. The signaling may also be used to configure UE(s) behavior and reporting of information for reactive and proactive UE-side additional condition/applicable functionality respectively.

As depicted in Fig. 1 and 2, the following process maybe followed.  

The network transmits a configuration message and command to the UE as shown in step 3. The UE processes the received message, applies the provided configuration (specifying data to be collected) step 4, and sends an acknowledgement message back to the network as shown in step 5 respectively.
Upon successful configuration, the UE initiates the monitoring process based on the received instructions. During monitoring, the UE collects relevant data points associated with the performance of the AI/ML model or functionality under observation. Once sufficient data is collected, the UE generates a report containing KPI and inference related to the monitored AI/ML model or functionality (step 6). This report is transmitted back to the network for further analysis and performance evaluation (step 7). If the functionality management resides at the network side, the network may take related decisions such as ((de) activation, switching, fall back or re-configuration etc.) and indicate it to the UE as depicted in Fig. 1 (step 8 and 9). In the TR [2], this framework is referred to as network initiated where decision is made by the network. If the functionality management resides at the UE-side the UE takes the decision and indicates it to the network as illustrated in step 8 and 9 in Fig. 2. In the TR [2], this framework is referred to as: UE autonomous, decision reported to the network. It is worth noting that TR [2] discusses two additional cases namely UE decision, event-triggered as configured by the network Network decision, UE-initiated AI/ML management respectively.




           Figure 1: General Procedure of AI/ML LCM -Functionality Management at the NW-side.



          Figure 2: General Procedure of AI/ML LCM -Functionality Management at the UE-side.

LCM for Inference
Network involvement complements UE-side model inference by providing additional information, data, and facilitating model performance monitoring. The specifics of this interaction depend on the individual use case.
While UE-side models handle the core inference process, the network plays a crucial role in their success for beam management. The network can provide additional conditions that influences when or how the model is used. It can also tailor specific input data or measurements to the model's configuration, ensuring it has the most relevant information for accurate predictions. Additionally, the network can monitor the model's output data to evaluate its performance and identify any potential issues.
This collaboration extends to data/information exchange. The network informs the UE about the relevant beam set (Set A) for inference. It might even specify the optimal beam for the UE to receive on. In some cases, the network might share predicted signal strengths for different beams, giving the model more information to work with. Finally, the UE can report its confidence level in its predictions, allowing the network to assess the reliability of the chosen beam. This exchange of information between the network and the UE is essential for optimizing beam management using UE-side models.
For the BM (Beam Management) use case, UE-side models require specific message exchanges to enable data exchange, model operation, and performance monitoring. The TR [2] has captured standard impacts considering BM- Case 1 and Case 2 respectively. 
Standard impacts on the physical aspect include the following ([2] Section 7.1.3).
· Enhanced or new configurations/UE reporting/UE measurement, e.g., enhanced or new beam measurement and/or beam reporting
· Enhanced or new signalling for measurement configuration/triggering
· Signalling of assistance information (if applicable)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, messages need to be exchanged include.
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception, which may or may not have additional specification impact (e.g., legacy mechanism may be reused),
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
For BM-Case1 with a UE-side AI/ML model, messages need to be exchanged include L1 signaling to report the following information of AI/ML model inference to NW: 
· The beam(s) that is based on the output of AI/ML model inference.
For BM-Case2 with a UE-side AI/ML model, messages need to be exchanged include: 
L1 signaling to report the following information of AI/ML model inference to NW:
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference.
· Information about the timestamp corresponding the reported beam(s).

Based on the above discussion and observations, we propose the following:
Proposal 1: RAN 2 to discuss extending RRC configuration including L1/L3 measurement to configure data collection for reporting of the inference of a specific functionality/model. 
LCM for Monitoring
AI/ML model performance monitoring requires clear interaction and collaboration between the network and the UE to establish the monitoring approach, KPIs, and benchmarks. To gauge the quality of Beam prediction performance, the following performance metrics of AI/ML model monitoring was captured in TR [2]:

	Performance monitoring: 
For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 




Table 7.2.3-1, [2] summarizes applicability of various alternatives for performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2. 

Table 7.2.3-1: Alternatives for Performance metric(s) of AI/ML model monitoring 
for BM-Case 1 and BM-Case 2 [2]
	Alt. 1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
	Alt. 2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
	Alt.3: Performance metric based on input/output data distribution of AI/ML
	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP

	Applicable to all studied AI models 
	Applicable to all studied AI models 
	Applicable to all studied AI models
	May not be applicable to some implementation of AI model (e.g., not output of predicted L1-RSRP)

	Reflect the prediction accuracy of AI model
	Reflect the system/link performance
	Reflect the change of the statics of the input/output data 
	Reflect accuracy of the predicted L1-RSRP

	Not reflect the system/link performance directly
	Not reflect the prediction accuracy of AI model directly
	Not reflect the prediction performance of AI model directly
Not reflect the system/link performance directly
	Not reflect the system/link performance directly


Note1:	The above analysis shall not give an indication about whether/which metric is supported or specified.
Note2:	Monitoring performance of the above alternatives are not addressed in the table.

Observation 3: The network may control and configure the data collection aspects for AI/ML model training, inference reporting and performance monitoring for Functionality/Model based LCM. 
Observation 4: The network may use information obtained via AI/ML monitoring of a given AI/ML model or functionality for prediction and (pre-emptive) rectification of any issues that could lead to performance degradation in a selected use-case (specifically for the NW side functionality/model). AI/ML model monitoring can also help in efficient optimization of AI/ML Model(s) or functionality applied to a target (sub) use-case.
Observation 5: The NW and the UE may monitor the reported inference and the corresponding model performance to make decisions for functionality management or model activation/ deactivation/updating/switching or fallback etc.
For functionality/model monitoring, the first step involves establishing a common understanding of the monitoring method chosen by the network. This could be based on inference accuracy, system performance, etc. It's important to note that even for UE-side models, the network might handle the performance monitoring.  Once the method is agreed upon, the specific KPIs used to evaluate performance need to be configured. These KPIs depend on the use case as highlighted in the tables above for the BM use case. The network sends configuration messages to the UE, and the UE responds with corresponding measurement reports. Additionally, any benchmark or reference values used for performance comparison might also need to be communicated. A high-level signaling framework for such exchange is depicted in Fig. 1 and 2 respectively.

Proposal 2: RAN 2 to discuss extending RRC configuration including L1/L3 measurement to configure data collection for functionality/model monitoring reporting. 
In Fig. 2 functionality/model management resides at the UE side for the UE-sided AI/ML LCM use-case. This approach aligns with the steps outlined and discussed above but falls under the proactive category. Here, the UE independently communicates any updates or modifications regarding its supported models or functionalities to the RAN.  As per the agreements in RAN2 125bis [3], the UE might be able to make its own model/functionality management decisions in the future but would still report these decisions to the network. 
However, reporting only the UE's own decisions regarding functionality/model management might not provide the network with sufficient context to effectively apply subsequent actions and configurations. Therefore, it's essential for the UE to also report the reasons behind its autonomous decisions to the network. This information helps the network better understand the circumstances and make more informed decisions or adjustments accordingly. For example, if a UE autonomously updates its supported models or functionalities, reporting the rationale behind this decision could help the network anticipate potential changes in network conditions or user requirements, allowing for proactive adjustments or optimizations. Thus, based on the agreements in [3] and the above observations, we propose the following.
Proposal 3: RAN2 to discuss and agree that the cause for UE’s autonomous management decision may also be reported to the network.

LCM for Data Collection
Based on the outlined agreements and observations above, it becomes apparent that frequent reporting/data collection for model/functionality monitoring, training and inference reporting may lead to significant signaling overhead in both uplink and downlink directions. In uplink, the UE may transmit measurements and status updates to the network, while in downlink, the network may send configuration commands or response messages to the UE.  Furthermore, continuous AI/ML model/functionality monitoring activities may also lead to increased device power consumption and may drain the device's battery faster, reducing its overall battery life and user satisfaction. 

The increased signaling overhead resulting from frequent monitoring activities can contribute to network congestion and higher latency. This can lead to delays in data transmission, degraded user experience, increased network resource usage and hence decreased network efficiency. To address concerns regarding signaling overhead in model monitoring, the network may configure UE(s) for reporting monitoring information either periodically or based on (pre) configured triggers or conditions. The network may also individually configure UE(s) with same or different triggering conditions based on UE scenario and the use case.
Using AI/ML for beam management offers significant performance benefits. However, there's a trade-off to consider frequent data collection and model monitoring for beam management can introduce downsides:
Continuous monitoring activities on the UE can drain its battery faster due to increased power consumption. The additional signalling overhead can contribute to network congestion, leading to higher latency (delays) in data transmission. This results in a less efficient network with decreased resource availability and potentially degraded user experience.
To address these concerns, the network can implement strategies to optimize beam management monitoring:
· Periodic vs. Trigger-Based Reporting: The network can configure UEs to report monitoring information either periodically (at set intervals) or based on pre-defined triggers or specific network conditions. This allows for a more balanced approach, collecting data only when necessary.
· Individualized Trigger Conditions: The network can configure individual UEs with different triggering conditions based on the specific situation of the UE and the scenario. For example, UEs experiencing rapid changes in channel conditions might require more frequent monitoring compared to those in a stable environment.
By implementing these strategies, network may achieve the benefits of AI/ML-based beam management while minimizing the impact on battery life, signalling overhead, and overall network efficiency. This ensures a smooth user experience and optimal network performance.
UE-side models for beam management require specifications to address supported configurations, data collection triggers, and signalling aspects for data collection and model operation. 
Key Potential Impacts on Specifications:

· Supported DL RS configurations: The UE reports the configurations it supports or prefers for transmitting reference signals (DL RS) used for beam management.
· Data Collection Triggers: Data collection for model training or inference can be initiated in two ways: 
· Option 1: The network triggers data collection by sending a configuration message to the UE.
· Option 2: The UE can request data collection from the network.

· Signaling for Data Collection: 
· Signaling messages are used for configuration, measurement, and reporting related to data collection.
· This might involve: 
· Assistance information (if supported) to help categorize the collected data while preserving privacy.
· Reference signal info.
· The type and content of the collected data.
· Configuration details for Set A and/or Set B (beam sets used for model training/inference).
· Assistance information within Set A and Set B (if applicable).

Proposal 4: RAN2 to discuss triggering conditions that the network may configure (e.g., as a part of functionality configuration) for initiating or termination of the data collection process for AI/ML model/functionality monitoring and inference report process.

Proposal 5: For model/functionality monitoring and inference reporting RAN2 to discuss procedure for configuring periodicity of model/functionality monitoring for e.g., as a part of functionality configuration. 

While frequent monitoring and reporting procedures may introduce signaling overhead, its efficient implementation may enhance overall AI/ML model/functionality LCM in RAN by providing real-time visibility, enabling proactive maintenance, optimizing resource allocation, facilitating dynamic adaptation, optimizing performance, and enabling data-driven decision-making.

Additional conditions and UE’s internal conditions 
A UE's ability to support an AI/ML model for beam management and meet performance targets (both AI/ML model performance and overall UE device performance) can vary depending on several factors:
· Additional Conditions: Device environment (e.g., urban, rural), network scenario (e.g., high data transfer, low latency), site configuration, etc.
· Internal UE Conditions: Device computation usage, power consumption, memory availability, battery status, and other hardware limitations.
Observation 6: Owing to certain limitations within the UE's internal status (such as high memory usage or low battery), it might prioritize employing a subset of the supported AI/ML functionalities.
In the TR [2], the following was captured regarding additional conditions:
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions.
Thus, considering the insights and observations outlined above, we propose the following:
Proposal 6: RAN2 to discuss signaling procedure to exchange UE-side and/or network-side additional conditions.
Impact on Beam Management Parameters: These dynamic conditions can affect various beam management parameters, including:
· Beamforming complexity: More complex beamforming techniques might require more processing power from the UE, potentially exceeding its capabilities under certain internal conditions.
· Beam reporting frequency: The frequency of reporting beam measurements or feedback to the network might need to be adjusted based on the UE's internal limitations and the network's awareness of the environment.
· Beam selection criteria: The AI/ML model might need to adapt its selection criteria for optimal beams based on the current UE internal conditions (e.g., prioritizing less energy-intensive beams when battery is low).
The UE may need to report both its internal conditions (such as RF status, power/resource consumption, memory, battery status, storage, etc.) and external conditions to the network, particularly concerning beam management. This additional information is crucial for various reasons:
· Better managing AI/ML model/functionality behavior specific to beam management.
· Optimizing beam management parameters based on the UE's capabilities and limitations, including processing power and energy consumption.
· Hardware and software resource optimization at both UE and gNB levels to support diverse AI/ML models and functionalities for different use cases.
Changes in external conditions may necessitate network configuration adjustments that could affect beam management, such as network load, bandwidth, and UE mobility. These adjustments may in turn impact the UE's internal conditions, prompting the need for reporting back to the network.
Reporting of both external and internal conditions can be facilitated through mechanisms like User Assistance Information (UAI) or RRC (Radio Resource Control) signaling procedures. This differs from the traditional static exchange of UE capability information, which occurs less frequently and reports fixed capabilities.
Proposal 7: RAN2 to define and discuss procedures to report UE’s internal conditions between the UE and the network. 
The AI/ML model and its LCM process must adapt to these changing conditions (both external and internal to the UE) to maintain optimal performance. This ensures that both the AI/ML model and the UE device meet their respective performance KPIs efficiently when managing beamforming.
Conclusions
Based on the analysis given above, we have the following observations and proposals:
Observation 1: Both Proactive and Reactive reporting of UE-sided applicable functionality has been agreed to be supported.

Observation 2: As per the discussions captured in SI phase [2], the applicable functionalities may be a subset of all functionalities reported by the UE.

Observation 3: The network may control and configure the data collection aspects for AI/ML model training, inference reporting and performance monitoring for Functionality/Model based LCM. 
Observation 4: The network may use information obtained via AI/ML monitoring of a given AI/ML model or functionality for prediction and (pre-emptive) rectification of any issues that could lead to performance degradation in a selected use-case (specifically for the NW side functionality/model). AI/ML model monitoring can also help in efficient optimization of AI/ML Model(s) or functionality applied to a target (sub) use-case.
Observation 5: The NW and the UE may monitor the reported inference and the corresponding model performance to make decisions for functionality management or model activation/ deactivation/updating/switching or fallback etc.
Observation 6: Owing to certain limitations within the UE's internal status (such as high memory usage or low battery), it might prioritize employing a subset of the supported AI/ML functionalities.
Proposal 1: RAN 2 to discuss extending RRC configuration including L1/L3 measurement to configure data collection for reporting of the inference of a specific functionality/model. 
Proposal 2: RAN 2 to discuss extending RRC configuration including L1/L3 measurement to configure data collection for functionality/model monitoring reporting. 
Proposal 3: RAN2 to discuss and agree that the cause for UE’s autonomous management decision may also be reported to the network.

Proposal 4: RAN2 to discuss triggering conditions that the network may configure (e.g., as a part of functionality configuration) for initiating or termination of AI/ML model/functionality monitoring and inference report procedure for both NW-side and UE-side cases.

Proposal 5: RAN2 to discuss triggering conditions that the network may configure (e.g., as a part of functionality configuration) for initiating or termination of the data collection process for AI/ML model/functionality monitoring and inference report process.

Proposal 6: For model/functionality monitoring and inference reporting RAN2 to discuss procedure for configuring periodicity of model/functionality monitoring for e.g., as a part of functionality configuration. 

Proposal 7: RAN2 to define and discuss procedures to report additional conditions including UE’s internal conditions between the UE and the network. 
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