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1. Introduction
In the last RAN2 meeting, some agreements were made for functionality-based LCM for UE sided model. In this contribution, we continue to discuss each aspect of functionality-based LCM. 
2. [bookmark: _Hlk166182946]Definition of functionalities
In terms of granularity of functionality, it is still difficult for RAN2 to discuss further without RAN1 input. In beam management, if there are multiple different configuration for different inference results, one way would be defined as multiple functionalities. 
· Example 1: each different value for set of parameters is defined as a functionality. Three functionalities having different values for Set B. 
· Example 2: multiple parameters with a certain condition can be defined as one functionality. For example, in beam management use case, spatial domain prediction can be functionality #1 and temporal-domain prediction could be functionality #2. This is coarse-grained functionality assignment. 
Proposal 1: RAN2 wait for RAN1 input on granularity of functionality. 
In the last RAN2 meeting, it is FFS what supported functionality refers to when RAN2 was agreeing about functionalities.  
	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.  “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  


Furthermore, functionality was mentioned in the different LCM phase and it would refer to the different types/characteristics of functionality. Therefore, in order to progress LCM discussion, it would be worthwhile to discuss the common understanding on different types of functionalities in different phase of functionality-based LCM. 
· Supported/identified functionalities: this can refer to functionalities that UE can indicate by using UE capabilities. It doesn’t mean that the UE can actually enable functionalities because the supported functionalities may not be applicable depending on serving cell’s configurations (additional conditions) or UE current status (battery/processing power situation). 
· Configured functionalities: this can refer to functionalities that gNB can configure UE. Depending on proactive/reactive approach, configured functionalities may or may not be applicable upon configuration. 
· Applicable functionalities: this can refer to functionalities that the UE is ready to apply for model inference. It can be considered as candidates for functionality activation. 
· Activated functionalities: this can refer to functionalities that the UE starts predicting beam results via model inference. 
Proposal 2: RAN2 agree the following definition for functionality types as a starting point. 
· Supported/identified functionalities: this refers to functionalities that UE can indicate by using UE capabilities. 
· Configured functionalities: this refers to functionalities that gNB can configure UE. Depending on proactive/reactive approach, configured functionalities may or may not be applicable upon configuration. 
· Applicable functionalities: this refers to functionalities that the UE is ready to apply for model inference. It can be considered as candidates for functionality activation. 
· Activated functionalities: this refers to functionalities that the UE starts predicting beam results via model inference. 
3. Applicability/Additional conditions
In RAN1#116bis, RAN1 agreed the following for NW-side additional conditions [1]. 
	Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 




In AI/ML study, it is described that additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability. From beam management perspective, the consistency between training and inference includes the consistency of beam code book and the consistency of indexing/mapping of Set A and Set B. As illustrated in Figure 1, different cell may use different beam pattern/configuration depending on deployment/operation plan. In order to make AI/ML efficient, model can be trained for each different beam configurations. In this example, model trained with data collected from cell A could be different from model trained with data collected from cell B. In addition, model could be trained with different data set depending on combination of Set A and Set B. 


Figure 1: example of model training
In order to differentiate model trained with a different data set, RAN1 discussed NW provide additional conditions. Furthermore, associated ID is being discussed as an option to represent additional conditions. NW provides associated IDs that network supports and UE identifies applicable functionalities based on NW provided IDs. In order to enable, the associated ID should be synchronized for UE and gNB. That is, both UE and gNB knows what additional conditions are associated with an associated ID. 
Proposal 3: RAN2 assume that NW provides associated IDs to indicate NW additional conditions. 
RAN1 is discussing two options for the associated ID; 1) Global ID and 2) per cell level ID. It is not yet clear what is the exact meaning of global ID e.g. unique globally or different pool per each PLMN or how to allocate if it is global. RAN1 should have further discussion on whether such data set need to be unique across multiple cells or can be identified within a cell or gNB. 
Regardless of what type of associated ID is defined, it is expected that NW will provide associated ID to UE by which the UE can determine applicable model/functionalities. 
Proposal 4: RAN2 assume that UE reports applicable functionalities based on gNB provided IDs. 
Potential procedures are illustrated in Figure 2 for proactive and reactive approach respectively. In case of proactive approach, in step 2, NW provides additional conditions for the UE who supports the concerned functionalities indicated in UE capability signaling. UE can determine the actual applicable functionalities and report applicability related information at step 3. Based on applicability related information, NW configures applicable functionalities and also activate to start model inference. In case of reactive approach, in step 2, NW provides both additional conditions and configuration of identified functionalities from UE capability signaling. After this step, the UE provides applicability related information.  In step 4, NW should update applicable functionalities based on UE’s applicability related information. Remaining steps are the same as proactive approach. With this comparison, there is no clear reason to go with reactive approach because functionality cannot be activated without UE’s confirmation on NW additional conditions. 
 


Proposal 5: RAN2 assumes that proactive approach is considered to update applicable functionality upon additional conditions. 

4. Activation/Deactivation
Before we discuss details, we would like to clarify terminology. In the TR 38.843, the definition of model switching is defined as: 
	Model switching: Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific AI/ML-enabled feature.


Similar to model switching, we can assume that switching can be implemented with activation and deactivation i.e. deactivating a currently active functionality and activating a different functionality for a specific AI/ML-enabled feature is used for switching of functionality. Therefore, we can just focus on activation/deactivation mechanism and shorten the name of this feature to “activation/deactivation” from “activation/deactivation/switching/fallback”. 
Proposal 6: RAN2 focus on functionality activation/deactivation assuming that switching and fallback are supported via activation/deactivation. 
Assuming multiple functionalities are configured, it is necessary to discuss how configured functionalities are actually activated/deactivated. In the TR 38.843, functionality control can be performed by the UE or gNB. 
	· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the gNB when the monitoring resides within the gNB or UE.


 On the other hand, in 4.2.1 in TR 38.843, the following is captured. 
	In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI).



The above two TR descriptions are not aligned. However, given that definition of functionality is still being developed, we could interpret in more reasonable way. A functionality can be considered as a basic unit for NW configuration/control. And within a functionality, the UE can control parameters/conditions of the functionality based on own measurement/performance reporting. As discussed in Section 3.2, it can be seen as models within one functionality.  
As long as UE control is transparent to the gNB, it is not necessary to standardize UE control. 
Proposal 7: RAN2 focus on NW controlled functionality activation/deactivation. 
It is expected that each functionality can be activated/deactivated independently. But it is not clear whether/how to activate multiple functionalities simultaneously. The maximum number of activated functionalities might be limited by UE capability or other conditions. This will affect RAN2 design of configuration procedure but it should be discussed first in RAN1 for each use case. 
In terms of signaling, as indicated in the TR 38.843, activation/deactivation can be signaled via RRC, MAC, DCI signaling. The main criteria to determine proper signaling would be how often activation/deactivation is expected and what delay requirement is expected. 
Proposal 8: RAN2 wait for RAN1 input on the specific signaling options for NW controlled functionality activation/deactivation. 
5. Performance monitoring
For beam management use case, as captured in TR 38.843, RAN1 is considering two types of performance monitoring, where type 1 is NW to control LCM operation of UE-side model and type 2 is UE to control the LCM operation.
[image: ]
Figure 2. LCM procedure for UE-side AI/ML model.
Contents of performance monitoring
Until now, there is no RAN1 agreement that is specific to performance monitoring other than RAN1 LS on Data Collection Requirements and Assumptions [2].
Based on the LS, we could consider two types of reporting. 
· Actual prediction/measurement results: UE provides L1-RSRP and/or beam-ID(s) to gNB. The size can be variable depending on what measurement is provided and number of resources to report. 
· Performance metric/event/management decision: in case of type 1/option 2, UE calculates the metric and provides to gNB. In this case, the amount data size is small (10s of bits). In case of Type2, it could be just UE’s decision outcome of model selection/activation/deactivation/switching/fallback. 
Observation 1: for performance monitoring reporting, the level of data size can be different depending on whether UE report actual prediction/measurement results or performance metric/event/management decision. 
Delay requirement of performance monitoring
As usual, three different signaling options (L1, MAC, RRC) are on the table in RAN1. From delay perspective, RAN1 concluded that the delay requirement of reporting for performance is near real time and provided that Near-real-time is e.g., several tens of msecs to a few seconds [3]. all signaling options are feasible to meet near-real-time requirement. 
Observation 2: for performance monitoring reporting, all signaling options (L1, MAC, RRC signaling) are feasible to meet near-real-time requirement. 
Signaling Flexibility
Another aspect to consider is signaling flexibility. Although L1/MAC CE can provide less delay, the format is not so flexible as RRC signaling. In beam management use case, multiple beams/L1-RSRP results may be included for multiple configured resources. If the number of configured resources to report is dynamic, more flexible signaling format would be required.  
On the other hand, in case of Performance metric/event/management decision, the less delay would be more beneficial to provide event situation/management decision immediately. In addition, performance metric/event/management decision requires small size of reporting.
Observation 3: for performance monitoring reporting, depending on the size and characteristics of reporting for performance monitoring, it may require more flexible format.
Since RAN1’s discussion on options for measurement results and performance metric, it would be early for RAN2 to identify which signaling option is more suitable. 
Proposal 9: RAN2 wait for RAN1 inputs to identify signaling option for performance monitoring. 
6. Common LCM framework/signalling
In the last meeting, RAN2 agree the following for common LCM framework/signaling.  
	Agreements:
1	For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
2	“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19


Open issue is whether/how we support “UE autonomous, decision reported to the network” and “Network decision, UE-initiated”.
During the study item, type 2 performance monitoring include UE indication/request/report from UE to gNB. 
	-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-  Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation


UE can indicate/report functionality decision results to gNB as outcome of Type 2 performance monitoring. Based on UE indication/report, NW can make final decision on management. 
Observation 4: “Network decision, UE initiated” can be supported as a part of Type 2 performance reporting.
The above Type 2 performance reporting indicates that UE makes decision of model selection/activation/deactivation/switching/fallback operation. Although UE makes model decision as part of performance monitoring but RAN1 has not progressed how model decision affects functionality management. It is under discussion that model-ID may be also extended to functionality-based LCM to manage models at UE side. In this case, UE may indicate own model decision and it may be visible to gNB.  
Observation 5: It is still under discussion whether UE decision of model activation/deactivation/switching/fallback operation is visible to gNB.
In our understanding, one difference between “UE autonomous, decision reported to the network” and “Network decision, UE-initiated” would be who makes final decision. In case of “UE autonomous, decision reported to the network”, UE applies decision and report to gNB i.e. UE makes final decision, while in case of “Network decision, UE-initiated”, UE requires to get gNB decision to update functionality. 
Either one should work but “Network decision, UE-initiated” can be supported as a part of “network decision, network-initiated” with UE request for performance reporting.  
Proposal 10: RAN2 prioritize “Network decision, UE-initiated” over “UE autonomous, decision reported to the network” to discuss the requires signaling/procedure.   

7. Conclusion
In this contribution, we discussed potential LCM procedures for UE sided model. Based on the discussion, we provide the following observations and proposals. 
Definition of functionalities
Proposal 1: RAN2 wait for RAN1 input on granularity of functionality. 
Proposal 2: RAN2 agree the following definition for functionality types as a starting point. 
· Supported/identified functionalities: this refers to functionalities that UE can indicate by using UE capabilities. 
· Configured functionalities: this refers to functionalities that gNB can configure UE. Depending on proactive/reactive approach, configured functionalities may or may not be applicable upon configuration. 
· Applicable functionalities: this refers to functionalities that the UE is ready to apply for model inference. It can be considered as candidates for functionality activation. 
· Activated functionalities: this refers to functionalities that the UE starts predicting beam results via model inference. 
Applicability/Additional conditions
Proposal 3: RAN2 assume that NW provides associated IDs to indicate NW additional conditions. 
Proposal 4: RAN2 assume that UE reports applicable functionalities based on gNB provided IDs. 
Proposal 5: RAN2 assumes that proactive approach is considered to update applicable functionality upon additional conditions. 
[bookmark: _GoBack]Activation/Deactivation
Proposal 6: RAN2 focus on functionality activation/deactivation assuming that switching and fallback are supported via activation/deactivation. 
Proposal 7: RAN2 focus on NW controlled functionality activation/deactivation. 
Proposal 8: RAN2 wait for RAN1 input on the specific signaling options for NW controlled functionality activation/deactivation. 

Performance monitoring
Observation 1: for performance monitoring reporting, the level of data size can be different depending on whether UE report actual prediction/measurement results or performance metric/event/management decision. 
Observation 2: for performance monitoring reporting, all signaling options (L1, MAC, RRC signaling) are feasible to meet near-real-time requirement. 
Observation 3: for performance monitoring reporting, depending on the size and characteristics of reporting for performance monitoring, it may require more flexible format.
Proposal 9: RAN2 wait for RAN1 inputs to identify signaling option for performance monitoring. 
Common LCM framework/signalling
Observation 4: “Network decision, UE initiated” can be supported as a part of Type 2 performance reporting.
Observation 5: It is not clear whether UE decision of model activation/deactivation/switching/fallback operation is visible to gNB.
Proposal 10: RAN2 prioritize “Network decision, UE-initiated” over “UE autonomous, decision reported to the network” to discuss the requires signaling/procedure.   
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