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Introduction
In RAN#103 the latest WID for IoT NTN Phase 3 is provided [1]:   
	· [bookmark: OLE_LINK13]Support of Store&Forward (S&F) satellite operation with full eNB as regenerative payload, therefore:
· Define the necessary enhancements into E-UTRAN (network & UE) to support S&F operation for delay-tolerant services [RAN3, RAN2]
· At least specify necessary enhancements e.g. related to S1 protocol, especially to address the feeder link switch over as needed [RAN3]
Note: Strive to minimise UE impact.
Note: Coordination with SA2 (Rel-19 SA2 led Sat-Arch ph3 SI) is needed on the detail requirements (e.g. traffic type, or QoS parameters for S&F), network architecture (e.g. whether consider (partial) core network on satellite) etc.; further coordination with CT1 might be required
· Support of Capacity enhancements for uplink
· [bookmark: OLE_LINK16][bookmark: OLE_LINK15]Study then specify, if beneficial, enhancements to enable multiplexing of multiple UEs (e.g. up to the min of 4 and the maximum allowed by the existing UL and DL signalling) in a single 3.75 kHz or 15 kHz subcarrier via orthogonal cover codes (OCC) for NPUSCH format 1 and NPRACH [RAN1, RAN2, RAN4]
· Multi-tone support for 15 kHz SCS should also be considered
· Specify necessary signalling, if needed 
· Update RF requirements accordingly, if needed
Note: Impact of impairment shall be taken into account
· [bookmark: OLE_LINK26][bookmark: OLE_LINK14]Study and specify, if beneficial the following enhancements to reduce the necessary uplink and downlink signaling to complete an Early Data Transmission (EDT) transaction [RAN2]:
· Msg3 transmission without msg1/ Random Access Response (RAR) 
· Efficient delivery (reduced overhead) of msg4 / RRCEarlyDataComplete



In this contribution, we provide some initial discussions on the objective of Store and Forward.   
Discussion

Basic scenario
The basic assumption of baseline IoT NTN and NR NTN is that full radio and core access is always provided via the transparent satellite. As an enhancement in IoT NTN Rel-18, methods were also specified whereby access (via NTN) would not always be provided – so-called discontinuous coverage. The methods allow a UE to not waste power to perform idle mode procedures when there is no coverage provided by any satellites. This effectively allows a satellite network with a smaller amount of satellites than what would otherwise be needed to provide continuous coverage. As an extreme example, only a single LEO satellite could potentially provide service, versus the 66 LEO satellites that is generally quoted as the minimum number that would be required in a LEO constellation at 600 km altitude. 
However, even for discontinuous coverage it is assumed that there are enough ground gateways, i.e eNBs on the ground that can provide satellite coverage. In Store and Forward, it is assumed that there may not be enough ground gateways, but that the satellite shall still provide connectivity. 

Figure 1. Different types of NTNs.
From the above it should be clear that a UE, and by extension a service, operating in an S&F network may have to cope with very large delays. In a discontinuous coverage network, a service may also experience large delays. The difference between a discontinuous coverage network and a S&F network is that the delay when the UE has successfully accessed the network will be a lot higher in the S&F network. 
Observation 1: The E2E delay in an S&F network may be very large. 
In the last meeting, there were some key agreements made on for which cases that S&F is supported for: 
RAN2 assumptions:
1. S&F implies that at least the full eNB will be onboard
2. An IoT NTN network shall be able to inform UE(s) whether S&F Satellite operation is applied, either via NAS or AS (wait for SA2 progress on this)
3.	The S&F satellite operation is common for NB-IoT and eMTC.
4.	The S&F satellite operation is applied to both CP solution and UP solution (for the UP solution pending on SA2 conclusions on the architecture)

Architecture assumptions
One implication of S&F is that the satellite cannot be fully transparent. This is because the UE needs to be able to communication to the NTN eNB for any meaning full connectivity to take place. 
In NR NTN Phase 3, there is the following objective: 
	1. [bookmark: _Hlk153358806]Support of regenerative payload [RAN3, RAN2, RAN4]
· Specify the support of gNB on board in TS 38.300
· Specify, if needed, any necessary enhancements related to the intra and inter-gNB mobility, especially for Xn interface over feeder link or over ISL. [RAN3]
· Note: if any additional necessary stage-3 specifications impact for e.g. NGAP is identified, RAN3 will handle it.



Therefore we believe that any work in RAN2 introduced for regenerative case may be applicable for IoT NTN. Our proposal is thus: 
Proposal 1: Any adaptations introduced in RAN2 NR NTN for regenerative can be assumed applicable for IoT NTN. 
In addition to the requirement of having eNB on the satellite, in order for the UE to perform some procedures there may also be a need to have certain core network elements or core network functions on the satellite. The assumptions in RAN2 would entirely depend on what core network elements can be assumed to be in the satellite. 


Figure 2. Architecture options for S&F. 

No Core network elements in the satellite
If there are only eNB on the satellite, certain control plane procedures may become very challenging or very slow, due to most procedures requiring core network access. However, data traffic may still be possible through RRC Resume procedures. When RRC Resume is performed, the UE sends the data payload which the eNB on the satellite stores. Once the eNB has gateway connectivity, the procedures to activate the bearers are performed and the data payload is sent to the core network on the ground. 
This option does not require any core network elements on the satellite, which may simplify implementation and allow for the satellite to be less complicated, which is important in an NTN deployment. 
A limited set of core network elements in the satellite
If a limited set of core network elements are present in the satellite then the type of procedures that may be performed with acceptable latency can be increased. If for instance the S-GW and certain parts of the MME is in the satellite, then data transmissions and certain registration procedures can be performed directly with the satellite. Less satellite passes would be needed to perform a full initial access. 
This option likely leads to more needed implementations on the satellite and requires synchronization of the core elements once there is ground gateway connectivity. This may lead to more complicated implementations. 
Full core network in the satellite
This option may be the most simple, specification-wise. In this case there may be limited impacts on procedures. But this may also be complicated to implement, unless there is only a single satellite providing the connectivity. 
In all of the above cases, a lot of procedures may still be possible to perform, but require extremely long time to complete. For instance the full access procedure to setup may require several satellite passes if there are no core network elements in the satellite – but this may require changes to the procedures in some cases. 
At some point, SA2 need to make clear what options are on the table in terms of what can be assumed to be in the satellite, but we think for the current point in time, RAN2 can assume all architecture possibilities. 
Proposal 2: RAN2 to assume all architecture possibilities for S&F for now: 
· No core network elements in the satellite
· Limited set of core network elements in the satellite
· Full core network in the satellite. 

Legacy UEs
In the last meeting the following was agreed: 
2. An IoT NTN network shall be able to inform UE(s) whether S&F Satellite operation is applied, either via NAS or AS (wait for SA2 progress on this)

One question that came up in RAN2#125bis was how to deal with legacy UEs and S&F. In the case of an S&F satellite that temporarily has feeder link connectivity, a legacy UE should likely be able to support connecting to such a satellite. This is because otherwise, legacy UEs may not be supported in a S&F network, and legacy NTN UEs may still be a key use case. This is because in many use cases, the most important geographical areas, i.e areas with the most devices, there should be feeder link connectivity.  
Proposal 3: RAN2 assumes that a legacy UE shall at least be able to connect to an S&F(-capable) eNB that has feeder link connectivity. 
If a legacy UE shall be supported in a S&F network, then we assume that when the satellite is becoming a S&F satellite, then the UE will have to be released using legacy techniques. Thus when the S&F satellite loses connectivity, there does not seem to be much need for the S&F-capable UE to be made aware. Thus we do not see much need to indicate or signal that the S&F eNB has lost feeder link connectivity. 
Proposal 4: There is no need to indicate to an S&F-capable UE that it has lost feeder link connectivity. 

Relation to discontinuous coverage network
In Release 17, discontinuous coverage was introduced. The enhancement to allow for discontinuous coverage are the following: 
· SIB32 indicates long term satellite ephemeris elements.
· Enhancements to idle mode procedure where the UE is allowed to not perform any idle mode procedures related to NTN if the UE detects that there are no satellites that will provide coverage.
· UE can indicate over NAS (using TAU procedure) when it is expected that a UE will enter discontinuous coverage [3]. 

Since a Store and Forward network will likely also be a discontinuous coverage network, we think that a UE capable of S&F can inherit discontinuous coverage features. 
Proposal 5: A UE capable of S&F can be assumed to inherit discontinuous coverage features. 
[bookmark: _GoBack]
Conclusion
In this contribution we discussed issues related to S&F network. 
Observation 1: The E2E delay in an S&F network may be very large. 
Proposal 1: Any adaptations introduced in RAN2 NR NTN for regenerative can be applicable for IoT NTN. 
Proposal 2: RAN2 to assume all architecture possibilities for S&F for now: 
· No core network elements in the satellite
· Limited set of core network elements in the satellite
· Full core network in the satellite. 

Proposal 3: RAN2 assumes that a legacy UE shall at least be able to connect to an S&F eNB that has feeder link connectivity. 
Proposal 4: There is no need to indicate to an S&F-capable UE that it has lost feeder link connectivity.
Proposal 5: A UE capable of S&F can be assumed to inherit discontinuous coverage features. 
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