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[bookmark: _Ref162456853]1	Introduction
A new study item on Artificial Intelligence (AI)/Machine Learning (ML) for mobility in NR was approved in RAN plenary #102 with the following objectives [1].
	
· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]




In this contribution, we will discuss the methodologies for evaluation of the AI/ML models for RLF/HOF predictions. 
[bookmark: _Ref178064866]2	Discussion

RLF and HOF are two important KPIs for the evaluation of mobility procedures in mobile networks. Occurrence of such failures can significantly deteriorate the network quality of service (QoS) provisioning and in the end user quality of experience (QoE). Currently, the self-organizing network (SON) features (e.g., the Mobility Robustness Optimization (MRO) feature based on the RLF report) are designed to optimize the network mobility procedure in particular tackling with the failures. However, MRO is a reactive feature in treating RLF/HOF i.e., a failure occurs in the network and based on the reported information (RLF-report) network takes counter actions to avoid the next failures. On the other side, predicting the RLF/HOF using AI/ML enables a proactive approach at the network to avoid such kinds of failures. Hence designing an AI/ML based solution would be beneficial for a healthy mobility procedure in the network.
Before delving into the simulation setting and parameters for the RLF/HOF prediction, we believe RAN2 needs to agree on the AI/ML technique/methodology to solve the RLF/HOF prediction problem.
[bookmark: _Toc166184202]Before delving into the simulation setting and parameters for the RLF/HOF prediction, RAN2 discusses the AI/ML technique/methodology to solve the RLF/HOF prediction problem.
In general, the predicting the RLF/HOF can be addressed by using two different methodologies called direct and indirect methods which are described in the following.
2.1	Direct method (direct RLF event prediction)
In one realistic example of direct method for the RLF prediction model inputs including the radio link quality, prediction of the radio link quality (if available), and other environmental information such as UE speed, direction, location etc, can be fed into an AI/ML model to directly predict a RLF in a prediction time window. In such exemplification the AI/ML model should assist the network/UE to figure out that in the prediction time window there will be any RLF or not. From AI/ML techniques standpoint, such problem can be tacked as a classification problem wherein the output of the AI/ML model would be a probability of a RLF.
  
[bookmark: _Toc165804056][bookmark: _Toc166184205]From AI/ML techniques standpoint, direct RLF prediction requires training a classification model wherein the output of the model is the probability of RLF in prediction time window.
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Figure 1. Direct RLF prediction - Schematic view of model input and output. The problem should be solved as a classification problem.
Classification problems requires supervised learning at the time of training which literally means training of the AI/ML model relies on the occurred RLF information (RLF-report in real field). Since the rate of RLF and HOF in a healthy-deployed network is typically minimal, an inevitable problem for the direct RLF/HOF prediction will be class imbalance problem wherein the non RLF/HOF sample inputs would overweight the RLF/HOF samples  (at the time of training).
[bookmark: _Toc165804057][bookmark: _Toc166184206]From AI/ML techniques standpoint, in a healthy network deployment, direct prediction of HOF/RLF requires tackling with class imbalance problem (i.e., the non-RLF/HOF samples in the training phase over-weight the RLF/HOF samples).

Moreover, in our understanding, conducting simulations to generate the failures in the form of RLF or HOF (i.e., synthetic data for the purpose of training RLF/HOF prediction models) requires significantly greater effort compared to RRM measurement or event predictions. In our understanding, this is achievable either by 
· Special consideration on the simulation settings for generating RLF/HOF events (e.g., manipulating mobility parameters or creating coverage holes) to expedite such failure events, e.g., creating sub-optimal mobility procedures. 
· Significantly extending the duration of the simulations in a healthy deployment scenario, to generate enough RLF/HOF events for the purpose of RLF/HOF prediction model training.
Needless to mention that although the above method may assist to resolve the class imbalance issue, it may not be feasible to generalize the AI/ML model for a healthy network (with low failure rates).
[bookmark: _Toc163125040][bookmark: _Toc165804058][bookmark: _Toc166184207][bookmark: _Toc163125041]Generating synthetic data for the RLF/HOF events (for the purpose of training RLF/HOF prediction model) requires significantly greater effort to resolve class imbalance issue for direct RLF/HOF prediction.
2.2	Indirect method (relying on the radio link quality prediction)
In order to understand the indirect approach, first we would like to describe how the current RLF detection algorithm works in the network. An illustration of the RLF detection function is shown in the Figure 2. 
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Figure 2. Current RLF detection mechanism based on monitoring (measuring) RLM resources.
RLF procedures are controlled by Radio Resource Control (RRC) and configured by the network via counters N310, N311, which work as filters to avoid too early RLF triggering, as well as a supervision timers T310.
With regard to RLM and the L1 input to RLF detection function, the purpose of the RLM function in the UE is to monitor the downlink radio link quality of the serving cell in RRC_CONNECTED state based on the explicit configuration of SSB or CSI-RS resources (or the configured TCI state). Monitoring the configured resources in turn enables the UE when in RRC_CONNECTED state to determine whether it is in-sync (IS) or out-of-sync (OOS) with respect to its serving cell.
The UE’s estimate of the downlink radio link quality is compared with OOS and IS thresholds, Qout and Qin, respectively, for the purpose of RLM. These thresholds are expressed in terms of the Block Error Rate (BLER) of a hypothetical PDCCH transmission from the serving cell.
[bookmark: _Toc165804059][bookmark: _Toc166184208]Detection of RLF in NR is based on continuous monitoring (measuring) RLM resources and supervision counters and timers such as N310, N311, T310 as we as OOS, IS thresholds so-called Qout and Qin.
[bookmark: _Toc163136203][bookmark: _Toc163124494][bookmark: _Toc163124549][bookmark: _Toc163124894][bookmark: _Toc163124503][bookmark: _Toc163124558][bookmark: _Toc163124903]With regard to the prediction of RLF using AI/ML techniques, one solution could be replacing the RLM resource measurements in the current RLF detection mechanism with the radio link quality measurements. This solution boils down to predicting the radio link quality of the serving cells which is fed into the RLF detection algorithm. The new solution is schematically shown in the Figure 3. 
[image: ]
Figure 3. RLF detection based on the monitoring the predicted measurement of RLM resources.

[bookmark: _Toc165804060][bookmark: _Toc166184209]Indirect prediction of the RLF, boils down to continue monitoring of the prediction of the RLM resources to observe N310 OOS indication based on the predicted RLM resource measurements.

In our understanding, in the solution of RRM measurement results without RRM measurement prediction results (i.e. direct prediction), the AI models for RLF/HOF predictions may need anyway to implicitly implement RRM measurement prediction inside even this behaviour is invisible. So, the direct approach increases the complexity of AI models as well as variety of the AI/ML models to be handled by the UE. The complexity of direct AI/ML model might affect network performance as network needs to manage different types of predictions (direct/indirect) RLF prediction at the UE (as the models/functionalities may lead to different UE capabilities and each require special treatment by the network). Unlike direct prediction, indirect prediction (i.e. described above) is able to reuse the inference outcome of the AI models in radio quality measurement prediction and thus simplifies the AI models for RLF/HOF predictions, which is very helpful for cost reduction and energy saving.
In our understanding there are clear advantages of reusing the existing RLF detection mechanism and feeding the function with the predicted radio link quality measurements (instead of the L1 measurements of the RLM resources), therefore we are proposing the following. 
[bookmark: _Toc166184203]RAN2 use indirect approach for the RLF prediction i.e., feeding the current RLF detection mechanism with predicted radio link quality measurements.
Provided that Proposal 2 is agreeable, we think RAN2 can wait until sufficient progress on the RRM measurement prediction is achieved before stating evaluation of the RLF detection prediction.
[bookmark: _Toc166184204]Evaluation of RLF/HOF predictions can be postponed until sufficient progress for the RRM prediction is achieved.
[bookmark: _Toc163136208]Conclusion
In the previous sections we made the following observations: 
Observation 1	From AI/ML techniques standpoint, direct RLF prediction requires training a classification model wherein the output of the model is the probability of RLF in prediction time window.
Observation 2	From AI/ML techniques standpoint, in a healthy network deployment, direct prediction of HOF/RLF requires tackling with class imbalance problem (i.e., the non-RLF/HOF samples in the training phase over-weight the RLF/HOF samples).
Observation 3	Generating synthetic data for the RLF/HOF events (for the purpose of training RLF/HOF prediction model) requires significantly greater effort to resolve class imbalance issue for direct RLF/HOF prediction.
Observation 4	Detection of RLF in NR is based on continuous monitoring (measuring) RLM resources and supervision counters and timers such as N310, N311, T310 as we as OOS, IS thresholds so-called Qout and Qin.
Observation 5	Indirect prediction of the RLF, boils down to continue monitoring of the prediction of the RLM resources to observe N310 OOS indication based on the predicted RLM resource measurements.

Based on the discussion in the previous section we propose the following:
Proposal 1	Before delving into the simulation setting and parameters for the RLF/HOF prediction, RAN2 discusses the AI/ML technique/methodology to solve the RLF/HOF prediction problem.
Proposal 2	RAN2 use indirect approach for the RLF prediction i.e., feeding the current RLF detection mechanism with predicted radio link quality measurements.
Proposal 3	Evaluation of RLF/HOF predictions can be postponed until sufficient progress for the RRM prediction is achieved.
References
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