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1.	Introduction
The Work Item on artificial intelligence/machine learning for NR air interface as approved at RAN#102 [1] has the following objectives on AI/ML positioning:
	Provide specification support for the following aspects:
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 



In this contribution, we discuss some life cycle management (LCM) aspects for the UE positioning use case with focus on UE-sided model.
2.	AI/ML Positioning Cases
The Study Item [2] identified five AI/ML positioning use cases which are summarized in Figure 1 together with the priority for developing specification support according to the Work Items objectives summarized in section 1 above.

 Figure 1: Cases of AI/ML positioning (D-AIML: Direct AI/ML positioning, A-AIML: AI/ML assisted positioning).

For Rel-19, it has been decided to consider all cases for normative work while giving a higher priority to Case1/3a/3b as indicated in Figure 1. 
The 2nd priority cases 2a and 2b are the mirroring cases to the 1st priority cases 3a and 3b, respectively. There are several common features between UE cases (Case1/2a), especially for data collection, training, monitoring, capabilities, and ensuring consistency between training and inference. 

Observation 1:	For specifying AI/ML positioning at UE side (Case1/2a), common specification support can be scoped and jointly discussed for Case 1 and 2a without waiting for full completion of Case1.

3.	Mapping of AI/ML positioning cases/functionalities to NR positioning methods
Starting with Rel-16, several UE-based and UE-assisted NR positioning methods have been defined by RAN [3], with corresponding functionality specified mainly in LPP [4] and NRPPa [5]. The NR positioning methods have been further developed and enhanced with additional functionality and features during Rel-17 and Rel-18. 
The AI/ML positioning cases should fit into the existing LCS framework and there appears to be three general options:
(1)	AI/ML positioning is considered as an enhancement to existing methods (e.g., DL-TDOA, DL-AoD, Multi-RTT, etc.);
(2)	AI/ML positioning is considered as an additional/standalone NR positioning method;
(3)	AI/ML positioning is considered as both, an enhancement to existing methods (e.g., enhanced/additional measurement reporting) and part of an AI/ML dedicated positioning method (e.g., for functionality that cannot be supported or is not needed within the existing NR positioning methods).
Whether an AI/ML positioning approach/case/sub-use case can be specified as an enhancement to an existing method or methods or whether a new "AI/ML positioning method" is needed depends on the details and specification impacts related to e.g., measurement reporting, new/additional assistance data, UE capabilities, etc. A decision for any of the options above can be made towards the end of the Work Item Phase when the details of the supported functionalities have been defined. For example, RAN1 is evaluating positioning measurement enhancements for AI/ML positioning, whose details may have an impact on making a decision for any of the 3 options above. 
Proposal 1:	The NG-RAN UE positioning framework, including architecture, functional entities, and operations to support positioning methods as specified in TS 38.305 is also used/applicable to support the AI/ML positioning cases.
Proposal 2:	A decision on whether the AI/ML positioning cases are specified as (a) an enhancement to existing positioning methods, (b) as a new "AI/ML positioning method", or (c) as both of (a) and (b) is postponed until the details and specification impacts of each AI/ML positioning case have been developed.
4.	LCM for UE-sided model for Positioning
According to TR 38.843, section 4.2 [2], the life cycle management (LCM) of AI/ML model include the following aspects, where not all aspects may have specification impacts:
	The following aspects, including the definition of components (if needed) and necessity, are studied in LCM:
-	Data collection
-	Note: This also includes associated assistance information, if applicable.
-	Model training
-	Functionality/model identification 
-	Model delivery/transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)
-	Functionality/model monitoring
-	Model update
-	UE capability
Note: 	Some aspects in the list may not have specification impact. 



As summarized in section 1 and 2 above, there are two cases for positioning with "UE side model":
-	Case 1: UE-based positioning with UE-side model, direct AI/ML positioning;
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning.
Based on Observation 1, these two cases can be discussed jointly.
4.1	Data Collection, Model Development/Training, Model delivery/transfer, and Model Update
During Rel-18, RAN2 discussed options for model development for UE-side cases (i.e., Case1/2a). We want to highlight some aspects regarding model development:
The structure and parameters of an AI/ML positioning model need to be quantized and tested against the underlying platform that runs the inference. Model developer needs also to consider implementation limitations of the underlying platform, including hardware area, memory limits, power consumption limits, processing latency, etc.  It is also important to ensure that a model meets the expected latency signalling requirements while considering runtime constraints (UE power status, UE memory, the coexistence of different AI/ML features as well as non-AI/ML features, etc.). Therefore, it is necessary that model development is handled by the platform vendor or in collaboration with the platform vender. We propose that model development and training will be handled by UE side for UE-sided AI/ML positioning cases.  
Observation 2:	Developer of an AI/ML positioning model in Case1/2a needs to consider many factors, including UE implementation constraints (e.g., model quantization and testing, limitations on memory, power consumption, processing, etc.) and runtime constraints (UE power status, UE memory, coexistence of different AI/ML features as well as non-AI/ML feature, etc.).
Proposal 3: 	Given the implementation and runtime constraints (as mentioned in Observation 2), the model for Case1/2a can only be trained by the UE vendor, at least in Rel-19 and foreseeable future.

RAN2 also discussed options for moving training data from source entities to training/data consumer entities [2]: 
-	For Case1/2a, UE/PRU collects data and moves it to a "server" (server for training data collection for UE-side models) according to one of the following options: 
(1) directly to a server with or without 3GPP signalling (i.e., UE  Server);
(2)	via CN entities to a server (i.e.,  UE  CN  Server); and
(3)	via OAM to a server (i.e., UE  OAM  Server).  
-	For Case2b, LPP can be used for data sourced by UE and terminated at LMF. 
-	For Case3a, gNB-centric data collection or OAM-centric data collection can be used for handling data generated by gNB/TRP.
-	For Case3b, NRPPa can be used for data sourced by gNB/TRP and terminated at LMF.
For Case1/2a, we observe that providing collected data from a UE/PRU directly to a vendor server (for training data collection for UE-side models) is simpler and more efficient. In this case, the LCM operations related to Model Development/Training, and Model delivery/transfer would be up to implementations with no RAN2 specification changes required.
Observation 3:	The LCM operations related to Model Development/Training, and Model delivery/transfer/update could be up to implementations with no RAN2 specification changes required.

However, there may still be RAN2 specification impacts to enable a UE/PRU to perform the data collection to develop and train a model. For example, the TRPs need to broadcast DL-PRS and the UE/PRU needs to obtain corresponding assistance data. Functionality for on-demand DL-PRS was specified in Rel-17 and is enabled via LPP Assistance Data Transfer procedures and posSIBs, together with LCS procedures such as MO-LR. Additional impacts are under discussion in RAN1 and include assistance data for labelling, provision of NW conditions and additional conditions, etc..
Observation 4:	For data collection in Case1/2a, when data is directly moved from UE/PRU to a server (e.g., server for training data collection for UE-side models), there is LCS related signalling required to enable/support a UE/PRU to collect the data.

From RAN2 point of view, the LCS related signalling required to enable/support a UE/PRU to collect the data is essentially additional LPP Assistance Data, e.g., to request/provide labelling assistance, on-demand DL-PRS, etc.  These assistance data may also be carried for example in LCS messages, posSIBs, etc. 
The detailed (additional) requirements (if any) for these additional LPP Assistance Data depend also on RAN1 conclusions. However, in any case, existing procedures related to LPP Assistance Data Transfer together with associated LCS procedures and posSIBs can be used for providing any assistance data to a UE/PRU to enable or support data collection (see also section 4.5 below). The detailed LPP implementation depends on the outcome of Proposal 2. 
An additional aspect to consider is the required consistency between model training and inference. A discrepancy between training and inference could occur for example due to:
-	Changes in network synchronization (e.g., RTDs);
-	changes to gNB Rx and Tx timing error (e.g., TEGs);
-	changes to received power due to changes in DL-PRS Tx power;
-	changes to TRP/ARP locations and orientation;
-	changes to TRP/PRS beam angles;
-	changes to mapping between DL-PRS Resource and Resource Set IDs to physical TRP locations; 
-	changes to mapping between DL-PRS resources and physical beam angles.
The above examples may constitute "NW conditions and additional conditions" under discussion in RAN1.
However, above examples do not only affect the consistency between training and inference, but also the integrity of the positioning system. Integrity Assistance Data for the NR positioning methods were specified in Rel-18. These integrity assistance data include (among others) Integrity Alerts (DNUs) to warn the user when the positioning system errors exceed safe bounds, which would be the case when any of the parameters listed above changes. The integrity concept introduced in Rel-18 may also ensure or help to ensure consistency between training and inference.
Proposal 4:	Existing procedures related to Assistance Data delivery (LPP RequestAssistanceData/ ProvideAssistanceData messages, posSIBs) are used for providing assistance data to a UE/PRU for data collection (e.g., labelling assistance data, on-demand DL-PRS, NW conditions/additional conditions, etc.).
4.2	Functionality/model identification
TR 38.843 [2] defines "Functionality Identification" as follows:
	Functionality identification: A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE. Note: Information regarding the AI/ML functionality may be shared during functionality identification. Where AI/ML functionality resides depends on the specific use cases and sub use cases.



For AI/ML functionality identification of UE-side models, functionality can refer to an AI/ML-enabled feature/FG indicated by UE capability. TR 38.843, section 4.2.1 further defines:
	For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.



UE capabilities can be reported via LPP during an ongoing LPP session, either solicited or unsolicited [4]. E.g., when there is a change of the identified functionality ("non-static functionality/capability"), an unsolicited LPP Provide Capabilities message could be sent to the LMF, which is already the case with existing LPP positioning methods (e.g., to indicate UE remote status, etc.). In case of no ongoing LPP session, LCS messages are available to provide updated capabilities to an LMF (e.g., Event Reports during deferred MT-LR operation, or MO-LR, etc.). Therefore, LPP Capability Transfer procedures could also support the "functionality/model identification" for LCM. However, it is unclear whether a "functionality/model identification" for the UE positioning use cases with UE-sided model is needed or not. Further progress and probably input from RAN1 seem required.
Proposal 5:	For AI/ML functionality identification of UE-side models, if needed, existing LPP Capability Transfer procedures (RequestCapabilities/ProvideCapabilities messages) are used to indicate to the network which AI/ML functions for positioning are supported by a UE.

4.3	Model inference operation
For UE-side model inference, model input data are internally available at the UE and the inference operation is running internally on the UE. 
For Case 1, the model output (also referred to as "labels") is the UE location estimate. 
For Case 2a, the model outputs are "positioning measurements" for AI/ML assisted mode. Details depend on RAN1, but on a high level the model outputs may include timing information, LOS/NLOS indicator, RSRP/RSRPP information, etc.
Both, location estimates and location measurements can be reported by a UE using the LPP Location Information Transfer procedures, which support a solicited or unsolicited location information transfer. These procedures can be split into common and positioning method specific parts. 
For Case 1, it seems likely that existing LPP CommonIEsProvideLocationInformation can be used for providing the model output, probably together with a new LocationSource [4] to indicate AI/ML based positioning.
For Case 2a, the model outputs can be provided by any existing 'method'-ProvideLocationInformation message (where 'method' may be DL-TDOA, Multi-RTT, etc.), or a new e.g., AI-ML-ProvideLocationInformation message can be defined, dependent on the outcome of Proposal 2.
In any case, existing LPP procedures related to Location Information Transfer can be used for providing the results of the model inference operation.
Proposal 6:	Existing LPP procedures related to Location Information Transfer (RequestLocationInformation/ ProvideLocationInformation messages) are used for providing the results of the UE sided model inference operation.
4.4	Functionality/model selection, activation, deactivation, switching, and fallback operation
For "functionality/model selection, activation, deactivation, switching, and fallback operation", which may be generally referred to as "functionality management" or "functionality control", TR 38.843 [2] defines in section 7.2.4 the following:
	-	Management:
o	For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
o	For gNB-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) is performed by the gNB.
o	The model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the LMF when the monitoring resides within the LMF or UE.



Therefore, functionality control may be performed by the UE, gNB or LMF.  In particular, the functionality control may be performed by an LMF regardless of whether monitoring resides within the LMF or UE.
Similar to the existing positioning architecture where an LMF may decide on the positioning method to use for a particular positioning session, an LMF may also decide on activating/deactivating AI/ML positioning at the UE side or requesting the UE to fallback to non-AI/ML positioning, etc. if needed. 
There may be additional requirements for functionality control defined by RAN1 or RAN2, but the LPP Location Information Transfer procedures can be used to (implicitly or explicitly) perform the "functionality management" or "functionality control". I.e., a LPP Request Location Information message may indicate any functionality management decision implicitly by requesting the specific information for the functionality, or may change (activate/deactivate) AI-ML positioning or fallback to non-AIML positioning method.
Proposal 7:	The LPP Location Information Transfer procedures (RequestLocationInformation/ ProvideLocationInformation messages) are used for functionality control, such as activation, deactivation, and fallback operation, if needed.
4.5	Functionality/model monitoring
During the Rel-18 study, RAN1 identified sources for generating monitoring metrics for AI/ML positioning cases and discussed examples of monitoring metrics for label-based and label-free monitoring approaches. The label-based approaches can rely on ground truth or its approximation to obtain monitoring metrics for AI/ML positioning model output. However, obtaining the ground truth or its approximation for monitoring needs assistance, such as TRP/ARP locations and beam angle information, etc.. For example, finding the ground truth of timing information as model output with respect to a TRP requires knowledge about its location. Additional information can also be needed to compensate for timing errors when computing the (approximate) ground truth such as timing errors at gNB/TRP side. 
RAN1 is continuing the discussion on additional assistance information for AI/ML positioning monitoring and may define additional assistance data to conduct monitoring. 
For example, a LMF may provide monitoring labels to a UE which may include:
-	Case1: LMF may generate approximate ground truth UE location coordinates and provides it to the UE.
-	Case2a: LMF may generate approximate ground truth LOS indicator, timing info, etc. and provides it to the UE.
Or a LMF may provide assistance data to help the UE in monitoring which may include:
-	Case1: UE generates approximate ground truth UE location coordinates with assistance data provided by an LMF.
-	Case2a: UE generates approximate ground truth timing info, LOS indicator, etc. with assistance data provided by an LMF.
The details depend on further RAN1 progress and conclusions. However, the RAN2 specification impacts are similar to the ones discussed in section 4.1 above. Assistance Data for various NR positioning methods are defined in LPP for each positioning method. These assistance data include DL-PRS configuration, TRP/ARP coordinates, DL-PRS beam direction, beam pattern information, expected LOS/NOS, etc. together with integrity information. The LPP assistance data can be provided solicited and unsolicited and via posSIBs and may also be used for AI/ML positioning. Whether new assistance data elements defined by RAN1 (e.g., "monitoring/labelling assistance data") can be integrated into existing LPP assistance data messages, or a new AI/ML specific positioning assistance data message is needed/preferred depends on the details and outcome of Proposal 2.  
In any case, existing LPP procedures related to Assistance Data Transfer can be used for providing assistance data to a UE for monitoring UE sided models.
Proposal 8:	Existing procedures related to Assistance Data delivery (LPP RequestAssistanceData/ ProvideAssistanceData messages, posSIBs) are used for providing assistance data to a UE for monitoring UE sided models (e.g., labelling assistance data, NW conditions/additional conditions, etc.).
4.6	UE capability
Providing UE positioning capabilities of a UE to an LMF is a fundamental LPP functionality. Typically, any LPP positioning session starts with a Capability Transfer procedure where the UE informs the LMF on its positioning support. Based on the UE positioning capabilities, a LMF may decide on positioning method(s) to invoke for a particular location request according to a particular QoS, which assistance data to provide to a UE, etc. 
Additional UE capabilities are needed to indicate support for the various AI/ML positioning features, whose details depend on the finally supported functionality in Rel-19. Typically, UE capability discussions/specification happens towards the end of the Work Item once each feature has essentially been specified.
As also mentioned in section 4.2, the support of AI/ML positioning may not always be applicable and can dynamically change over time due to changes in environment or device instantaneous capability (e.g., battery level, processing load, etc.). 
Indicating "time varying capabilities" can already be supported in LPP via unsolicited LPP Capability Transfer and is currently used for example to indicate any change in a remote UE status (e.g., a UE may transmit an unsolicited ProvideCapabilities message when it starts or stops operation as a U2N Remote UE). Similar functionality may be needed to dynamically convey supported AI/ML positioning capabilities and associated conditions.
Proposal 9:	The LPP Capability Transfer procedures (RequestCapabilities/ProvideCapabilities messages) are used to dynamically indicate supported AI/ML positioning capabilities.
5.	Summary
In this contribution, we discussed some life cycle management (LCM) aspects for the UE positioning use case with focus on UE-sided model. It was shown that existing LPP transactions and LCS procedures can be used for LCM for the UE positioning use case. The following Observations and Proposals were made. 
General
Observation 1:	For specifying AI/ML positioning at UE side (Case1/2a), common specification support can be scoped and jointly discussed for Case 1 and 2a without waiting for full completion of Case1.
Proposal 1:	The NG-RAN UE positioning framework, including architecture, functional entities, and operations to support positioning methods as specified in TS 38.305 is also used/applicable to support the AI/ML positioning cases.
Proposal 2:	A decision on whether the AI/ML positioning cases are specified as (a) an enhancement to existing positioning methods, (b) as a new "AI/ML positioning method", or (c) as both of (a) and (b) is postponed until the details and specification impacts of each AI/ML positioning case have been developed.
Data Collection, Model Development/Training, Model delivery/transfer, and Model Update
Observation 2:	Developer of an AI/ML positioning model in Case1/2a needs to consider many factors, including UE implementation constraints (e.g., model quantization and testing, limitations on memory, power consumption, processing, etc.) and runtime constraints (UE power status, UE memory, coexistence of different AI/ML features as well as non-AI/ML feature, etc.).
Observation 3:	The LCM operations related to Model Development/Training, and Model delivery/transfer/update could be up to implementations with no RAN2 specification changes required.
Observation 4:	For data collection in Case1/2a, when data is directly moved from UE/PRU to a server (e.g., server for training data collection for UE-side models), there is LCS related signalling required to enable/support a UE/PRU to collect the data.
Proposal 3: 	Given the implementation and runtime constraints (as mentioned in Observation 2), the model for Case1/2a can only be trained by the UE vendor, at least in Rel-19 and foreseeable future.
Proposal 4:	Existing procedures related to Assistance Data delivery (LPP RequestAssistanceData/ ProvideAssistanceData messages, posSIBs) are used for providing assistance data to a UE/PRU for data collection (e.g., labelling assistance data, on-demand DL-PRS, NW conditions/additional conditions, etc.).
Functionality/model identification
Proposal 5:	For AI/ML functionality identification of UE-side models, if needed, existing LPP Capability Transfer procedures (RequestCapabilities/ProvideCapabilities messages) are used to indicate to the network which AI/ML functions for positioning are supported by a UE.
Model inference operation
Proposal 6:	Existing LPP procedures related to Location Information Transfer (RequestLocationInformation/ ProvideLocationInformation messages) are used for providing the results of the UE sided model inference operation.
Functionality management/control
Proposal 7:	The LPP Location Information Transfer procedures (RequestLocationInformation/ ProvideLocationInformation messages) are used for functionality control, such as activation, deactivation, and fallback operation, if needed.
Functionality/model monitoring
Proposal 8:	Existing procedures related to Assistance Data delivery (LPP RequestAssistanceData/ ProvideAssistanceData messages, posSIBs) are used for providing assistance data to a UE for monitoring UE sided models (e.g., labelling assistance data, NW conditions/additional conditions, etc.).
UE capability
Proposal 9:	The LPP Capability Transfer procedures (RequestCapabilities/ProvideCapabilities messages) are used to dynamically indicate supported AI/ML positioning capabilities.
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