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1	Introduction
In RAN2#125-bis meeting, there are agreements for protocol aspects [1]:
	· RAN2 will continue the study of ambient IoT assuming no support of AS security until SA3 provides further input.
· PDCP layer is not needed. FFS how to handle AS security (if needed pending SA3 discussion) and any other really needed functionalities.
· SDAP is not supported for UP protocol stack. 
· RLC layer is not needed. FFS how to handle segmentation (if needed and depending on RAN1 design and upper layer packet size). RAN2 considers segmentation and reassembly would add complexity, however further discussions are needed.  
· RAN2 assumes that no per-packet QoS and no per-QoS flow is supported at AS level (for both UL/DL). FFS how to handle the general QoS requirements from SA2
· No HARQ and RLC AM
· RAN2 assumes that RRC layer is not necessary between the reader and the device. RAN2 will continue to study the functionalities required and later discuss whether we will have: 1) a new AS protocol on top of A-IoT MAC layer; or 2) A-IoT MAC


In this contribution, the SA2/3 LS related contents, A-IoT main functionalities including data transmission, MAC functionalities, and AS temporary ID are discussed.
[bookmark: _Toc499559238][bookmark: _Toc61387172][bookmark: _Toc147158671]2	Discussion
[bookmark: _Toc499559239][bookmark: _Toc61387173][bookmark: _Toc147158672]2.1	SA2/3 LS on security
In last RAN2 meeting, there were some discussions related to SA2/SA3, including AS security and Command transmission. Some agreements are achieved as follows: 
	· RAN2 will continue the study of ambient IoT assuming no support of AS security until SA3 provides further input.
· PDCP layer is not needed. FFS how to handle AS security (if needed pending SA3 discussion) and any other really needed functionalities.


RAN2 assume no AS security at least from complexity and power consumption perspectives, and need SA2/SA3 to take the assumption into account when working on exact security solutions/requirements, and clarify how the security works.
In our other paper on the procedure in AI 8.2.2, the command only procedure is discussed, and there are some aspects of security to consider when the A-IoT paging message includes command directly. RAN2 need to consult SA3 to clarify the feasibility or whether there is a security issue if the command is included in the A-IoT paging message. Besides, it needs to be clarified whether any more steps/information need to be considered in RAN2 procedure for security purposes.
In addition, if an LS is sent to SA2/SA3, the current RAN2’s consideration/agreements also need to be included: 
	· Unless explicitly stated all agreements apply to all device types and for both topologies.  
· RAN2 will continue the study of ambient IoT assuming no support of AS security until SA3 provides further input. 
· PDCP layer is not needed.


Proposal 1:	The candidate contents of the LS to SA2 and SA3 can be:
RAN2 latest agreements, e.g.:
· Unless explicitly stated all agreements apply to all device types and for both topologies.  
· RAN2 will continue the study of ambient IoT assuming no support of AS security until SA3 provides further input. 
· PDCP layer is not needed. 
Ask SA3 to provide feedback on how the security solution works on top of the basic AS procedure (e.g. the security related information to be carried in the messages of AS procedure).
· Ask for the command only procedure, whether the A-IoT paging message from the reader to device can directly include the command, considering the following security concerns:
· FFS-1: whether the command can be included without security protection;
· FFS-2: whether the command procedure can be performed before/without device ID reporting for device ID authentication.
2.2	Data transmission
In RAN2#125-bis, it is agreed that SDAP, PDCP and RLC layer are not supported:
	RAN2#125-bis agreement [1]:
· SDAP is not supported for UP protocol stack. 
· PDCP layer is not needed. FFS how to handle AS security (if needed pending SA3 discussion) and any other really needed functionalities.  
· RLC layer is not needed. FFS how to handle segmentation (if needed and depending on RAN1 design and upper layer packet size). RAN2 considers segmentation and reassembly would add complexity, however further discussions are needed.  
· RAN2 assumes that no per-packet QoS and no per-QoS flow is supported at AS level (for both UL/DL). FFS how to handle the general QoS requirements from SA2


Based on the discussion in SA2 and the solutions captured in SA2 TR, there would be an A-IoT specific upper layer above AS layers. For data transmission procedure, RAN2 can assume that there will be at least an upper layer, which is decided by SA2, to carry A-IoT data, e.g. an application and/or NAS-like layer. After the A-IoT data is delivered from upper layer, it can be transmitted just as one container/payload in AS lower layer, i.e. an AS layer SDU. 
Additionally, as captured in RAN2#125-bis agreement, it is not necessary to support RRC layer, see below:
	RAN2 assumes that RRC layer is not necessary between the reader and the device. RAN2 will continue to study the functionalities required and later discuss whether we will have: 1) a new AS protocol on top of A-IoT MAC layer; or 2) A-IoT MAC


According to the agreement, a new AS protocol on top of A-IoT MAC layer or A-IoT MAC layer can be used to carry the upper layer data if there is no RRC layer. Which layer is used to carry the container can be decided in SI later phase or WI phase. Then, to the AS layer, the e.g. NAS-like layer message is just one SDU to be encapsulated in e.g. A-IoT MAC layer.
Proposal 2:	For A-IoT, RAN2 assumes there will be the upper layer, which is decided by SA2 (e.g. an application layer and/or NAS-like layer). For data transmission, the upper layer data (SDU) is transmitted as payload in AS layer.
2.3	Segmentation
In RAN TR 38.848, the RAN design targets are defined, and for A-IoT devices, the maximum message size to be received or to be transmitted is approximately 1000 bits, as shown below:
	[bookmark: _Toc145960166]5.5	Maximum message size
The design target of maximum message size is approximately 1000 bits to be received by the Ambient IoT device, and approximately 1000 bits to be transmitted from the Ambient IoT device, based on the maximum application layer packet size.


In SA1 TR 22.840 and TS 22.369 section 6, SA1 defined various use cases for A-IoT, where the KPIs, including message size for each use case, are also defined. In most of the use cases, the typical message sizes are hundreds of bits. The use cases with the largest message size are “personal belongings finding” and “Smart Agriculture”, the KPIs for these two use cases are shown below. It can be seen that the largest message size is less than 1000 bits.
[bookmark: _Hlk120199549]Table 5.12.6-1: Ambient IoT service KPI for personal belongings finding
	Scenario
	Max. allowed end-to-end latency
	Communication Service Availability
	Reliability
	User-experienced data rate
	Message Size
	Device density

	Communication Range
	Service area dimension
	Device speed
	Transfer interval
	Positioning service latency
	Positioning service availability
	Positioning Accuracy

	Personal belongings finding 
(indoor)
	1 s
	99.9%
	NA
	<1 kbit/s
	<1 kbits
(Note 1 )
	<5 per 100 m2
	10 m
	<200 m2
	Static
	1 per hour
	1 s
	99%

	1-3 m

	Personal belongings finding
(outdoor)
	1 s
	99.9%
	NA
	<1 kbit/s
	<1 kbits
(Note 1)
	<10 per 100 m2
	100 m
	Up to the whole PLMN
	Static
	1 per hour
	1 s
	99%
	several 10m

	NOTE 1: The payload includes Ambient IoT device information, e.g., Ambient IoT device ID [14] [5].


Table 5.20.6-1: Ambient IoT KPI for Smart Agriculture
	Scenario
	Max. allowed end-to-end latency
	Communication Service Availability
	Reliability
	User-experienced data rate
	Message Size
	Device density

	Communication Range
	Service area dimension
	Device speed
	Transfer interval
	Positioning service latency
	Positioning service availability
	Positioning Accuracy

	Smart Agriculture
	>1 s
	99.9%
	NA
	 <1 kbit/s
	<1000 bits
	1 per  m2
	30-100m
	500-70000 m2 per greenhouse
	Stationary
	1 hour
	NA
	NA
	NA



Table 6.4-1 KPIs for tracking
	Deployment
	Scenarios
	Max. allowed end-to-end latency
	Communication service availability
	Reliability
	User-experienced data rate
	Message size
	Device density

	Indoor
	Indoor tracking
	1 s
	99.9%
	NA
	<1 kbit/s
	<1 kbits
	25 devices /100 m²
-
250 devices /100 m²

	Outdoor
	Outdoor tracking
	1 s
	99.9%
	NA
	<1 kbit/s
	<1 kbits

	≤10 devices/  100 m²



Observation 1:	The message size is less than 1000bits in SA1 requirement.
In RAN1#116, RAN1 agreed that “For A-IoT contention-based access procedure, at least slotted-ALOHA based access is studied”. RAN2#125bis also confirm this agreement:
	RAN2 confirms slotted-ALOHA is the baseline for Ambient IoT random access


By applying the slotted-ALOHA mechanism, data transmission of different A-IoT devices can be distributed to different time, e.g. different (ALOHA) slots. Considering that the D2R data sent by A-IoT device is typically small (e.g. less than 1000bits), the reader should be able schedule enough resources for an A-IoT device to perform its D2R transmission in its occupied transmission opportunity/slot.
Observation 2:	RAN2 assumes that the RAN1 designed maximum TBS can accommodate the maximum message size.
Observation 3:	RAN2 can assume that the reader can and should ensure that the A-IoT device is able to transmit its D2R data within one transmission opportunity.
In legacy, the RLC layer provides segmentation and reassembly for RLC SDUs. However, the segmentation function provided by RLC requires extra L2 buffer, which cannot be assumed for A-IoT devices because of the limited memory. Taking UM data transmission as an example, each segment that needs to be transmitted should be stored in the buffer. Besides, 6-bit or 12-bit SN field is used for an UMD PDU when an RLC SDU is segmented. 16-bit SO field is also needed when the UMD PDU is not the first segment of this RLC SDU. The additional L2 buffer will cause extra memory consumption. Moreover, the related operations introduce extra power consumption and complexity to Ambient IoT devices. 
Observation 4:	Segmentation requires additional L2/AS buffer in the A-IoT device, which, together with its operations, requires unnecessary and not negligible complexity in the A-IoT device.
Based on the above observations, from RAN2 perspective, there is no need to support segmentation for A-IoT data transmission, which is typically small. However, whether segmentation needs to be supported also depends on the maximum size of one transport block/packet that RAN1 can support. Thus, we propose the following (the below assumption of course can be revisited, if needed, based on the RAN1 further progress):
Proposal 3:	For A-IoT, RAN2 assumes that there is no segmentation functionality needed. (This assumption can be revisited, if needed, based on the RAN1 further progress.)
2.4	Re-transmission
For data transmission procedure, data retransmission can be achieved based on reader implementation. For example, if a reader transmits a Command but does not successfully receive a Command Reply due to abnormal D2R transmission, the reader can re-transmit the Command by implementation. Then, upon receiving this command, the device will send Command Reply again. Since the Command is a new received Command message from device side, there is no need to store/remember the previous received Command message, i.e. no need to buffer it. This ensures that no more additional complexity is added.
In our understanding, the intention of not supporting ARQ/HARQ essentially is to exclude AS buffer-based re-transmission, because AS buffer will introduce significantly additional complexity and power consumption, especially for device type 1. To improve the reliability of service without introducing additional design complexity, upper layer (e.g., application layer and/or NAS-like layer) can directly retransmit the command or service request, i.e. we can rely on the upper layer implementation. 
Observation 5:	The reader by implementation can retransmit the command if the corresponding D2R message is not successfully received, in order to trigger the device to resend those D2R message again.
Observation 6:	The upper layer retransmission of the command or service request can achieve high(er) reliability.
During the A-IoT random access procedure, if the device(s) failed to access, the reader can trigger the re-access to achieve high reliability. If one A-IoT device fails in one access round, including the case of data transmission failure, it performs the access again in the next access round.
Observation 7:	Contention resolution failure can be addressed by the re-access procedure, in order to improve reliability.
In RAN1#116bis, it is agreed to study physical layer repetitions for D2R transmission. The purpose of studying physical-layer repetition is mainly due to coverage enhancement. But it can also somehow improve the reliability of D2R transmission.
	RAN1#116-bis agreement [1]:
Study D2R transmission in the physical layer using repetition
· Note: Discussions regarding higher-layer repetitions are up to RAN2.


Observation 8:	D2R transmission in the physical layer using repetition is under study in RAN1.
The needed reliability of D2R data transmission can be achieved by data re-transmission or re-access procedure by reader implementation, and physical layer repetition. Similar like the analysis for the segmentation, the legacy AS retransmission requires the additional L2 buffer, which will cause extra memory consumption and extra power consumption. Therefore, from RAN2 perspective, there is no need to further support higher AS layer data re-transmission.
Proposal 5a: RAN2 will not support higher AS layer data re-transmission based on buffered data.
Proposal 5b:	To handle D2R data transmission failure, device can re-access (same as contention resolution failure) according to A-IoT random access procedure, to enhance reliability.
For higher-layer repetition, there is no such concept in NR, and the intention of the RAN1 discussion is for paging retransmission which is up to reader implementation and should be no RAN2 impact.
Observation 9:	RAN1 intention of the note for higher layer repetition is actually the paging retransmission.
Proposal 6:	RAN2 will not support AS higher-layer repetition. (This does not preclude R2D message retransmission by reader implementation.) 
2.5	MAC-layer channel
The typical services for A-IoT are inventory and command, where A-IoT device only needs to send its device ID to the reader for inventory service, and to transmit the command response (e.g. data for read command, feedback for write command) to the reader for command service. In both of the cases, considering that there is only one A-IoT service performed at a time, it is obvious that there is only one upper layer data, e.g., device ID or response data, delivered from upper layer to AS layer at a time. Similarly, in RFID, the transmission procedure for different service is also a serial, i.e. step-by-step. 
Observation 10:	There will be only one upper layer data being transmitted/received by AS layer at a time for a single device.
In existing NR MAC functionalities, different logical channels are defined to carry different kinds of information, for example, CCCH and DCCH are defined for control plane signalling, and DTCH is defined for user plane data. Even for DTCH, there are also multiple channels to meet different QoS requirements. Such design can assure the diversified requirements in NR, especially in parallel transmission cases. However, for A-IoT device, it was agreed that there is no RRC layer, PDCP layer and RLC layer. So, the distinction between CCCH/DCCH and DTCH is not needed, either.
	· RAN2 assumes that RRC layer is not necessary between the reader and the device.
· PDCP layer is not needed. FFS how to handle AS security (if needed pending SA3 discussion) and any other really needed functionalities.  
· RLC layer is not needed. FFS how to handle segmentation (if needed and depending on RAN1 design and upper layer packet size).  RAN2 considers segmentation and reassembly would add complexity, however further discussions are needed.  


Besides, considering that there is only one upper layer data to be transmitted/received at a time, there is no need to support different logical channels for DTCH. 
Therefore, a single MAC-layer channel for A-IoT is enough to carry the A-IoT traffic data for each transmission direction, e.g., device ID for D2R and a DL command for R2D. Since the protocol stack is different from the legacy, how to name the new single channel can be discussed later. 
Proposal 6:	RAN2 assumes there is either only one or no A-IoT MAC-layer channel on each direction, to transmit/receive the upper layer SDU.
2.6	MAC DRX
In legacy NR, one of the MAC layer functionalities is DRX, which works on the basis of synchronization between UE and network. For A-IoT device, the timing error is accumulated by 1 ms every 10 ms as a result of the large sampling frequency offset (SFO) of ~105 ppm. Therefore, it is not possible to maintain synchronization between A-IoT device and the network, and thus not possible for A-IoT devices to track the DRX boundary.
Observation 11:	A-IoT device is not able to track the DRX boundary in time domain, due to high SFO/timing drift.
The typical service of A-IoT includes inventory and command (e.g. read, write, disable), the data transport may only include one- or two- times transmission (e.g. device ID report, command and response). In addition, the maximum message size is approximately 1000 bits for these services as described in the TR conclusion [2]. In our understanding, the duration for the transmission of these small data will be quite short. Moreover, by applying the slotted-ALOHA mechanism, data transmission of different A-IoT devices can be distributed to different places in time domain, e.g., to different occasions. It means that an A-IoT device transmits/receives data in its own occasion, the duration of which will be quite short. As a result, the DRX function is not needed/motivated for the short transmission duration for A-IoT.
Observation 12:	For single device, the data transmission duration in one inventory/command procedure will be quite short (even with multiple D2R transmissions), without the need/motivation of DRX function.
Considering that DRX is not suitable for A-IoT type service, and also that it is difficult for A-IoT device to operate DRX, we think DRX is not needed for A-IoT device.
Observation 13:	For A-IoT, the MAC layer DRX function during data transmission is not needed.
2.7	AS temporary ID
In last meeting, it is proposed to discuss whether a radio network temporary identifier (e.g., C-RNTI like) is needed for A-IoT device. This RNTI-like ID concept can be used to indicate the data transmission is targeted to a specific UE in case other UE decodes the packet. Similarly, this mechanism can be also reused by A-IoT device. However, the RNTI-like design should be in RAN1 scope. By this, the device can know the data is transmitted to itself (not others) in physical layer without the need of decoding the data in MAC layer.
Observation 14:	RAN2 assumes some AS temporary ID (like RNTI) may be needed to indicate the specific target device for data transmission/reception. It is to be discussed/designed in physical layer.
2.8	Latency requirement and design target
In SA1 TR 22.840 and TS 22.369, the “Max. allowed end-to-end latency” is for single device (see “End to end latency refers to the time taken for an Ambient IoT device to transmit the message;”).
Then, the in the TR 38.848 RAN design target, it is also only for single device latency, which is clarified by RAN#103 meeting conclusion “TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device”.
	The one-way end-to-end maximum latency targets, as defined in TR 22.840, are:
-	Longer latency target: 10 seconds
-	Shorter latency target: 1 second
A use case is assigned to a latency target according to TR 22.840. RAN WGs can refine a definition of latency suitable for their work within the above.
NOTE:	The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.
NOTE:	The one-way end-to-end maximum latency is assumed to also include query/triggering time.


[bookmark: _Hlk165631769]Therefore, following is clarified on the latency requirement and design target.
Observation 15: The design target and requirement do not include the latency of the inventory for multiple devices.
3	Conclusion
This contribution makes the following observations and proposals:
Observation 1:	The message size is less than 1000bits in SA1 requirement.
Observation 2:	RAN2 assumes that the RAN1 designed maximum TBS can accommodate the maximum message size.
Observation 3:	RAN2 can assume that the reader can and should ensure that the A-IoT device is able to transmit its D2R data within one transmission opportunity.
Observation 4:	Segmentation requires additional L2/AS buffer in the A-IoT device, which, together with its operations, requires unnecessary and not negligible complexity in the A-IoT device.
Observation 5:	The reader by implementation can retransmit the command if the corresponding D2R message is not successfully received, in order to trigger the device to resend those D2R message again.
Observation 6:	The upper layer retransmission of the command or service request can achieve high(er) reliability.
Observation 7:	Contention resolution failure can be addressed by the re-access procedure, in order to improve reliability.
Observation 8:	D2R transmission in the physical layer using repetition is under study in RAN1.
Observation 9:	RAN1 intention of the note for higher layer repetition is actually the paging retransmission.
Observation 10:	There will be only one upper layer data being transmitted/received by AS layer at a time for a single device.
Observation 11:	A-IoT device is not able to track the DRX boundary in time domain, due to high SFO/timing drift.
Observation 12:	For single device, the data transmission duration in one inventory/command procedure will be quite short (even with multiple D2R transmissions), without the need/motivation of DRX function.
Observation 13:	For A-IoT, the MAC layer DRX function during data transmission is not needed.
Observation 14:	RAN2 assumes some AS temporary ID (like RNTI) may be needed to indicate the specific target device for data transmission/reception. It is to be discussed/designed in physical layer.
Observation 15: The design target and requirement do not include the latency of the inventory for multiple devices.
SA2/3 LS candidate content
Proposal 1:	The candidate contents of the LS to SA2 and SA3 can be:
RAN2 latest agreements, e.g.:
· Unless explicitly stated all agreements apply to all device types and for both topologies.  
· RAN2 will continue the study of ambient IoT assuming no support of AS security until SA3 provides further input. 
· PDCP layer is not needed. 
Ask SA3 to provide feedback on how the security solution works via the studied AS procedure (e.g. the security related information to be carried in the messages of AS procedure).
· Ask for the command only procedure, whether the A-IoT paging message from the reader to device can directly include the command, considering the following security concerns:
· FFS-1: whether the command can be included without security protection;
· FFS-2: whether the command procedure can be performed before/without device ID reporting for device ID authentication.
Data transmission
Proposal 2:	For A-IoT, RAN2 assumes there will be the upper layer, which is decided by SA2 (e.g. an application layer and/or NAS-like layer). For data transmission, the upper layer data (SDU) is transmitted just as payload in AS layer.
Segmentation
Proposal 4:	For A-IoT, RAN2 assumes that there is no segmentation functionality needed. (This assumption can be revisited, if needed, based on the RAN1 further progress.)
Re-transmission 
Proposal 5a:	RAN2 will not support higher AS layer data re-transmission based on buffered data.
Proposal 5b:	To handle D2R data transmission failure, device can re-access (same as contention resolution failure) according to A-IoT random access procedure, to enhance reliability. 
Proposal 6:	RAN2 will not support AS higher-layer repetition. (This does not preclude R2D message retransmission by reader implementation.) 
MAC channel
Proposal 6:	RAN2 assumes there is either only one or no A-IoT MAC-layer channel on each direction, to transmit/receive the upper layer SDU.
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