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1. Introduction
During the RAN#102 meeting, the SID on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for mobility in NR”[1] was approved. The SID describes the study scope of the AI/ML-aided mobility enhancements, as below,
Study and evaluate potential benefits and gains of AI/ML aided mobility for network triggered L3-based handover, considering the following aspects:
· AI/ML based RRM measurement and event prediction, 
· Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
· Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]
· HO failure/RLF prediction (UE sided model) [RAN2]
· Measurement events prediction (UE sided model) [RAN2]
· Study the need/benefits of any other UE assistance information for the network side model [RAN2]

· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]
· NOTE: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2
· Potential AI mobility specific enhancement should be based on the Rel19 AI/ML-air interface WID general framework (e.g. LCM, performance monitoring etc) [RAN2]  
· NOTE: This would only be treated after sufficient progress is made in the Rel-19 AI/ML air interface WID 
· Potential specification impacts of AI/ML aided mobility [RAN2]
· [bookmark: _Hlk153472406]Evaluate testability, interoperability, and impacts on RRM requirements and performance [RAN4]

This paper discusses the sub-use cases, KPI definition, and some observations based on preliminary performance evaluations.
2. Aspects related to RRM measurement prediction
2.1 Sub-use cases
During the RAN2 #125bis meeting, the following cases were agreed upon as detailed cases for RRM measurement prediction [2],
	Agreements 
For cell level measurement prediction model, at least consider the following cases: 
Case 1: To predict beam level results, then generate cell level results based on the predicted beam results; 
Case 2: To directly predict cell level results based on cell level results. 
Case 3: To directly predict cell level results based on beam level results. 
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Figure 1 An example diagram of Case 1 with a cluster-based approach.
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Figure 2 An example diagram of Case 2 with a cluster-based approach.
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Figure 3 An example diagram of Case 3 with a cluster-based approach.
Figure 1, Figure 2, and Figure 3 show example diagrams of all these 3 cases, respectively. For all 3 cases, we consider the cluster approach, where the AI/ML model inputs are measurement results of multiple cells, including serving and neighboring. The AI/ML model outputs are the predicted measurement results corresponding to the same cells as inputs.
Because the RRM measurement results among adjacent cells are correlated concerning temporal, spatial, or frequency domains, the AI/ML model can learn these correlations by combining their measurements during the training stage. Furthermore, the cluster-based approach can output the prediction of multiple cells. These results can directly be used for handover enhancements involving various cells. For example, for target cell selection or Event A3 predictions. Based on these discussions, we have the following observations and proposals,
Observation 1
· The cluster-based approach enables the AI/ML models to learn correlations among adjacent cells, which may have higher potential gains.
· The cluster-based approach outputs the predictions of multiple cells, which benefits the follow-up handover enhancements.
Proposal 1
· For all 3 cases, study the cluster-based prediction with the following detailed schemes,
· Input the measurement results from multiple cells to the AI/ML models, including the serving and neighbouring cells.
· Output the predicted measurements corresponding to the same cells of inputs.
The differences among these 3 cases are the type of the AI/ML models' inputs and outputs. For Case 1 and 2, the consolidation and Layer 3 filters are applied after or before the AI/ML models. Case 3 has no explicit consolidation and Layer 3 filters since the AI/ML model directly outputs the predicted Layer 3 cell-level measurements.
When the AI/ML model is on the UE side, the UE has firsthand layer 1 measurement results with little information loss. These results can be used as inputs for the AI/ML model. The consolidation and Layer 3 filtering operations may introduce some information loss. Therefore, there is no strong motivation to use cell-level measurement results as input considering the performance.
When the AI/ML model is on the NW side, the input type impacts the overhead of the UE reports. UE should report the results of different levels of measurement to the network. Based on the evaluation results, the trade-off between the performance gain and the feedback overhead should be studied. Therefore, all 3 cases should be studied.
We have the following proposals based on the above discussions.
Proposal 2
· Study Case 1 and Case 3 for the UE-sided model of RRM measurement prediction.
· Study all 3 cases for the NW-sided model of RRM measurement prediction.
2.2 KPI definition
For spatial and temporal prediction, the ongoing Post RAN2 #125bis email discussions suggest the following overhead reduction KPIs,
· Measurement reduction rate in the temporal domain (MRRT):
· MRRT= skipped measurement time instances / total measurement time instances
· Measurement reduction rate in the spatial domain (MRRS):
· MRRS = skipped beams to be measured/ total beams to be measured
Following a similar principle, the measurement reduction rate should also be defined for inter-frequency prediction and jointly multiple-domain prediction. The main benefit of inter-frequency prediction is the reduction of necessary measurement gaps, which reduces the interruption of regular traffic transmissions and improves UE throughput. Therefore, we suggest the measurement overhead reduction in the frequency domain be defined with respect to the measurement gap, as in the following proposals.
Proposal 3
· For inter-frequency prediction, following the same logic of MRRT and MRRS definitions, define the measurement reduction rate in the frequency domain (MRRF) as,
· MRRF = skipped measurement gaps / total measurement gaps
· The total measurement gaps are the ones legacy non-AI/ML RRM measurements need.
· Multiple measurement reduction rates (combinations of MRRT, MRRS, and MRRF) are reported for the joint RRM measurement prediction over multiple domains.
3. Initial simulation results
3.1 Simulation assumptions
We first consider the temporal domain predictions on FR1 to demonstrate the performance of AI/ML predictions. All 3 cases discussed in Section 2 are evaluated. We follow the cluster-based approach shown in the diagrams of Section 2 to implement the AI/ML models. We use the Transformer as the architecture of the AI/ML models since the Transformer has been widely used in many fields, such as natural language processing (NLP), and has shown impressive capabilities on time-series predictions.
The simulation assumptions are shown in Table 1, and Figure 4 shows the scenario and UE trajectories considered in our simulations.
Table 1 Simulation assumptions for the performance evaluation
	Parameter
	Value

	Scenario
	Dense Urban with 57 cells (19 sites)

	Carrier frequency
	4 GHz

	Bandwidth
	100 MHz

	Subcarrier spacing
	30 kHz

	Channel model
	Dense Urban in TR38.901 with spatial consistency

	Criteria for beam selection for serving cell
	Select the best beam pair among the limited set of DFT beams, based on the criteria of maximizing receive power after beamforming.

	Number of beams for each cell
	4 beams

	ISD
	200 m

	BS Tx power
	43 dBm

	BF scheme
	Analog BF based on beam selection

	BS antenna configuration
	(M,N,P,Mg,Ng) = (2,4,2,2,2)
(dH,dV) = (0.5, 0.5)λ
(dg,H,dg,V) = (4.0, 2.0)λ

	BS array orientation
	azimuth 0 degree; mechanic downtilt: 0 degree

	UE Configuration
	(M, N, P, Mg, Ng) = (1, 1, 2, 1, 1).

	UE array orientation
	ΩUT,a  uniformly distributed on [0,360] degree, ΩUT,b = 90 degree, ΩUT,g = 0 degree

	BS antenna pattern
	See Table A.2.1-6 in TR 38.802

	UE antenna pattern
	Isotropic

	SS-block period
	20 ms

	BS antenna height
	10 m

	UE antenna height
	1.5 m

	UE antenna gain
	5 dBi

	Noise figure for BS
	7 dB

	UE receiver noise figure
	10 dB

	UE distribution
	100% outdoor in cars with 120 kmph

	UE trajectory
	 A straight line with a randomly picked direction. Stop when hitting the bounding circle.
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Figure 4 An example of UE placement and trajectory.
We consider the same measurement and prediction window length for the temporal domain prediction of all 3 cases. Both windows accommodate 5 Layer 3 measurement results or Layer 1 ones within the same window. For Layer 3 measurements, the interval between two adjacent measurements is 0.2 s. Therefore, the length of both windows is 1 second. The AI/ML models predict the measurement results in the prediction window based on the inputs from the measurement window. The maximum L1-RSRP of 4 beams within a cell is used for the consolidation and  is used for Layer filtering.
3.2 Performance metrics
Because the final objective of this study is the Layer 3 mobility enhancements, we calculate the L3-RSRP differences for all 3 cases. For Case 1, the outputs of AI/ML models are Layer 1 measurements, we further calculate the corresponding Layer 3 RSRP values based on these outputs.
For the definition of L3-RSRP difference, we follow the definitions used during Rel. 18 AI/ML for beam management study, as shown in TR38.843 [3]. For beam management enhancements, the predicted RSRP values will be used for the beam selection. After UE is switched to the predicted best beam, the RSRP gap between the predicted best beam and the real best beam decides how well is this beam switching. Therefore, during the Rel. 18 AI/ML for beam management study, the RSRP difference is defined as [3],
· The difference between the ideal L1-RSRP of the Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam.
The AI/ML mobility enhancements are similar to the beam management enhancements. The predictions of L3-RSRP values will be used for tasks such as target cell selection. When the UE is handed over to a cell selected by the predicted L3-RSRP, the RSRP gap between this cell and the ideal best one also decides how well the target cell is selected. Therefore, we follow the same logic of Rel. 18 RSRP definitions and adopt it for L3-RSRP. The following is the detailed definition, and we propose using it as a metric for the RAN2 AI/ML mobility study.
Proposal 4
· Use the RSRP difference defined following the same logic of Rel. 18 AI/ML for beam management study, which is
· RSRP difference between the L3 cell-level measurement results (measured on the predicted time slots) of the Top-1 predicted cell and the L3 cell-level measurement results of the genie-aided Top-1 cell.
We also calculate the Top-1 cell prediction accuracy for references, which is the probability that the best cell from the predicted L3-RSRP values is the real best cell with the strongest L3-RSRP.
For comparison, the baseline scheme is the sample-and-hold (SaH), which uses the latest measured L3-RSRP values to predict the future.
3.3 Initial results and observations
The evaluation results are shown in Table 2.
Table 2 L3-RSRP difference and the Top-1 cell prediction accuracy of 3 cases.
	
	L3-RSRP Difference [dB]
	Top-1 Cell Prediction Accuracy

	
	Average
	T+0.2 s
	T+0.4 s
	T+0.6 s
	T+0.8 s
	T+1.0 s
	Average

	SaH
	2.4
	0.3
	1.0
	2.2
	3.6
	5.0
	57%

	Case 1
	2.1
	0.1
	0.7
	1.7
	3.1
	4.7
	63%

	Case 2
	0.7
	0.1
	0.4
	0.6
	0.9
	1.3
	77%

	Case 3
	<0.1
	<0.1
	<0.1
	<0.1
	<0.1
	<0.1
	97%



We have the following observations from the simulation results,
Observation 2
· For temporal domain RRM measurements prediction, Case 3 outperforms the other two cases, possibly for the following reasons.
· Model inputs are Layer 1 measurement results without information loss introduced by the Layer 3 filtering.
· Model outputs are the final Layer 3 measurement predictions. The AI/ML models are trained to directly optimize the Layer 3 values.
4. Conclusion
In this contribution, we have the following observations and proposals,
Observation 1
· The cluster-based approach enables the AI/ML models to learn correlations among adjacent cells, which may have higher potential gains.
· The cluster-based approach outputs the predictions of multiple cells, which benefits the following-up handover enhancements.
Observation 2
· For temporal domain RRM measurements prediction, Case 3 outperforms the other two cases, possibly for the following reasons.
· Model inputs are Layer 1 measurement results without information loss introduced by the Layer 3 filtering.
· Model outputs are the final Layer 3 measurement predictions. The AI/ML models are trained to directly optimize the Layer 3 values.

Proposal 1
· For all 3 cases, study the cluster-based prediction with the following detailed schemes,
· Input the measurement results from multiple cells to the AI/ML models, including the serving and neighbouring cells.
· Output the predicted measurements corresponding to the same cells of inputs.
Proposal 2
· Study Case 1 and Case 3 for the UE-sided model of RRM measurement prediction.
· Study all 3 cases for the NW-sided model of RRM measurement prediction.
Proposal 3
· For inter-frequency prediction, following the same logic of MRRT and MRRS definitions, define the measurement reduction rate in the frequency domain (MRRF) as,
· MRRF = skipped measurement gaps / total measurement gaps
· The total measurement gaps are the ones legacy non-AI/ML RRM measurements need.
· Multiple measurement reduction rates (combinations of MRRT, MRRS, and MRRF) are reported for the joint RRM measurement prediction over multiple domains.
Proposal 4
· Use the RSRP difference defined following the same logic of Rel. 18 AI/ML for beam management study, which is
· RSRP difference between the L3 cell-level measurement results (measured on the predicted time slots) of the Top-1 predicted cell and the L3 cell-level measurement results of the genie-aided Top-1 cell.
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