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1 Introduction
We want to continue the discussion of MRO for LTM and other Rel-18 mobility enhancements (i.e., CHO with candidate SCGs and subsequent CPAC), based on latest RAN2/RAN3 outputs. Specifically, 
· elaboration on the sub-cases of LTM, and essential information to differentiate them,
· sub-cases / scenarios of CHO with candidate SCGs, and
· issues on subsequent LTM and CPAC, especially the over-written issue.
2 MRO for LTM
RAN2 in the first meeting (RAN2#125-bis) of Rel-19 SON/MDT confirmed the following for LTM:
· to work on both failure and near failure cases, and 
· particularly for failure case, RAN2 work on the main 3 classic categories of failure (too early/late, and wrong cell) and how to differentiate them per RAN3 guidance.
· RAN2 also works on the sub-cases of above 3 categories of failure cases.
2.1 failure cases
2.1.1 re-phrased scenarios to work on.
The classic connection failure scenarios are characterized by the following in legacy HO (as in 38.300)

	15.5.2.2.2
Connection failure due to intra-system mobility

One of the functions of Mobility Robustness Optimization is to detect connection failures that occur due to Too Early or Too Late Handovers, or Handover to Wrong Cell. These problems are defined as follows:

-
Intra-system Too Late Handover: an RLF occurs after the UE has stayed for a long period of time in the cell; the UE attempts to re-establish the radio link connection in a different cell.

-
Intra-system Too Early Handover: an RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in the source cell.

-
Intra-system Handover to Wrong Cell: an RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in a cell other than the source cell and the target cell.


That is in the following cases:
· for too late HO, UE will attempt to re-connect a different cell than the source cell after failure.
· for too early HO, UE will attempt to re-connect to the source cell.
· for HO to wrong cell, UE will attempt to re-connect to a cell other than the source cell or the target cell.
However, the above is not fully reflected in current RAN2 agreement for the too late LTM case, e.g., missing in the too late LTM. A possible amendment is highlighted (underlined) based on existing agreement:
	For too late LTM, the following sub-cases are considered but we may down prioritize later (not limiting):

-
Case 1a: the UE detects RLF in source cell after receiving LTM candidate configurations and performs reestablishment procedure in a different cell.

-
Case 1b: the UE detects RLF in source cell after receiving LTM candidate configurations, selects an LTM candidate cell that is different from the source cell, detects HOF with the selected LTM cell.

-
Case 1c: the UE detects RLF in source cell after receiving LTM candidate configurations, and successfully completes LTM execution with the selected LTM candidate cell that is different from the source cell.


While for the case of LTM to wrong cell, there might be a copy-paste error from other case (e.g., too early LTM). A possible correction is as flowing:
	LTM to wrong cell, the following sub-cases are considered but we may down prioritize later (not limiting):

-
Case 3a: the UE detects HOF/RLF in the LTM target cell and performs reestablishment procedure with the source cell in a cell other than the source cell and the target cell.

-
Case 3b: the UE detects HOF/RLF in the LTM target cell, selects an LTM candidate cell which is different from the source or target one, detects HOF with the selected LTM candidate cell, and performs reestablishment procedure.

-
Case 3c: the UE detects HOF/RLF in the LTM target cell, and successfully completes LTM execution with the selected LTM candidate cell which is different from the source or target one.


Based on above, we suggest refining our agreement on the scenarios before we go further:
Proposal 1 For too late LTM, the following sub-cases are considered but we may down prioritize later (not limiting): 
i. Case 1a: the UE detects RLF in source cell after receiving LTM candidate configurations and performs reestablishment procedure in a different cell; 
ii. Case 1b: the UE detects RLF in source cell after receiving LTM candidate configurations, selects an LTM candidate cell that is different from the source cell, detects HOF with the selected LTM cell; 
iii. Case 1c: the UE detects RLF in source cell after receiving LTM candidate configurations, and successfully completes LTM execution with the selected LTM candidate cell that is different from the source cell.
Proposal 2 LTM to wrong cell, the following sub-cases are considered but we may down prioritize later (not limiting):
i. Case 3a: the UE detects HOF/RLF in the LTM target cell and performs reestablishment procedure in a cell other than the source cell and the target cell.
ii. Case 3b: the UE detects HOF/RLF in the LTM target cell, selects an LTM candidate cell which is different from the source or target one, detects HOF with the selected LTM candidate cell, and performs reestablishment procedure.
iii. Case 3c: the UE detects HOF/RLF in the LTM target cell, and successfully completes LTM execution with the selected LTM candidate cell which is different from the source or target one.
2.1.2 the cases of consecutive failures.
RAN2 agreed to study the sub-cases for consecutive failures, e.g., for too late LTM, one HOF at the target candidate cell following an RLF at the source cell. 
Firstly, we want to check how consecutive failure is handled in MRO for CHO. According to 37.320:
	5.4.1.2
 Radio Link Failure report

…
RLF report can contain latest two consecutive failures, in case one of the failures is related to CHO. In case of consecutive failures, the UE stores and reports both failure related information in the RLF report. The consecutive failure scenarios concern the following sequence of events:

a.
A UE that has CHO configuration (as specified in TS 36.331 [5]) detects RLF in the source cell. The UE selects a configured candidate CHO target cell for connection re-establishment. The UE fails to re-establish to the selected CHO candidate cell.

b.
A UE that has CHO configuration, executes the CHO towards the target cell upon fulfilling the configured condition and experiences a HO failure. The UE selects a configured candidate CHO target cell for connection re-establishment. The UE fails to re-establish to the selected CHO candidate cell.

c.
A UE that has CHO configuration executes the normal HO towards the target cell and experiences a HO failure. The UE selects for connection re-establishment a configured candidate CHO target cell. The UE fails to re-establish to the selected CHO candidate cell using CHO procedure.


Also based on RRC spec, it can be found that the consecutive failures for CHO are recorded in the same RLF report: a failure from CHO recovery won’t result in a new report.
	5.3.5.8.3
T304 expiry (Reconfiguration with sync Failure) or T420 expiry (Path switch failure)

The UE shall:

1>
if T304 of the MCG expires; or

…

2>
else:
3>
revert back to the UE configuration used in the source PCell;

3>
if the associated T304 was not initiated upon cell selection performed while timer T311 was running, as defined in clause 5.3.7.3:

4>
store the handover failure information in VarRLF-Report as described in the clause 5.3.10.5;

3>
initiate the connection re-establishment procedure as specified in clause 5.3.7.


We did not find the specific wording in RRC spec about how UE will put the CHO recovery failure related information into the same rlf-report, though. With help from the experienced, it is suggested that CHO recovery failure related info, e.g., recovery cell ID and re-establish cell ID will be included in the rlf-report.
Similar mechanism, as one of the options, can be applied to a consecutive failure for LTM, i.e., RLF in source and the following failure for LTM recovery to a candidate cell.
Observation 1 A single rlf-report used for the RLF at source or target following an HOF during LTM recovery, can be considered, reusing the mechanism for consecutive failure in CHO.
We are not so sure about it though after a second thought to the scenario itself:
· An RLF happened to UE with LTM configuration, in the source cell, we might consider it a too late LTM decision.
· UE tries to re-establish the RRC connection in a cell that happens to be a candidate cell.
· UE fails during the LTM recovery process to the candidate cell selected by the UE itself based on the mechanism defined in 38.304.
The above basically means that UE might have moved into a coverage hole, that no cell can be used to serve this UE well. Do we need to blame the source cell to trigger the LTM too late, or UE had chosen a cell that is not good enough? 
Neither. This is an issue about cell coverage that MDT should solve. 
Of course, UE still needs to report that it is doing an LTM recovery or tell network about the final re-establishment cell ID info, as in other cases.
Even if no special action is taken, i.e., we allow the rlf-report resulted from HOF to over-write the one resulted from RLF, network might still be able to tell what is happening, based on the reported LTM recovery cell and re-establish cell information, that an LTM recovery after an RLF still failed. If the best cell selected by UE still fails, what could be the reason other than that something is wrong with the coverage itself?

That being said, how do we handle such case when we need to set the value in the rlf-report? We think either following the RLF or HOF is fine, as long as when network is reading the measurement result, it will find that channel condition from UE side is below average. And it will find other cases even when handover is triggered earlier, there might still be HOF during the triggered HO, i.e., a better timing of HO won’t save UE from HOF.
Observation 2 The consecutive failure case is more of like a coverage issue that MDT is supposed to help. No special action might be needed in MRO. 
Based on above observations, we’d like RAN2 to discuss which direction to go, following CHO design or doing nothing special.
Proposal 3 RAN2 to discuss whether to follow CHO like mechanism (i.e., a single report for the RLF at source or target, with LTM recovery cell ID) for a consecutive failure, i.e., an RLF at source or target cell followed by an HOF during LTM recovery.
2.1.3 how to differentiate the cases.
In legacy connection failure case, network rely on the timing information and associated cell information (source cell/target/re-established cell) to tell which case it is, i.e., to differentiate the cases.
	15.5.2.2
Connection failure

15.5.2.2.1
General

…
Detection mechanism

…
The detailed detection mechanisms for too late handover, too early handover and handover to wrong cell are carried out through the following in the NG-RAN node that served the UE before the reported connection failure:

-
Intra-system Too Late Handover: there is no recent handover for the UE prior to the connection failure e.g. the UE reported timer is absent or larger than the configured threshold (e.g. Tstore_UE_cntxt), or if CHO is configured but the CHO execution is not initiated for the UE prior to the connection failure, e.g. the UE reported timer is absent or larger than the configured threshold (e.g. Tstore_UE_cntxt).
-
Intra-system Too Early Handover: there is a recent handover for the UE prior to the connection failure e.g. the UE reported timer is smaller than the configured threshold (e.g. Tstore_UE_cntxt), and the first re-establishment attempt cell/the successful re-connect cell is the cell that served the UE at the last handover initialisation or fall back to the source cell configuration in case of DAPS HO.

-
Intra-system Handover to Wrong Cell: there is a recent handover for the UE prior to the connection failure e.g. the UE reported timer is smaller than the configured threshold (e.g. Tstore_UE_cntxt), and the first re-establishment attempt cell/ the cell UE attempts to re-connect/the cell UE attempts CHO recovery is neither the cell that served the UE at the last handover initialisation nor the cell that served the UE where the RLF happened or the cell that the handover was initialized toward.


For LTM, similar mechanism can be taken, that is, the idea of handover can be extended to include LTM cell switch. Or LTM itself is already a part of handover, as it is an RRCReconfiguration with sync. The only exception we need to make is for too late LTM, we might need to put “LTM is configured but not triggered” like CHO into the sub cases.
Proposal 4 Legacy connection failure detection mechanism can be re-used as baseline, and the timeConnFailure is resued.
Proposal 5 For too late LTM, the detection mechanism: if LTM is configured but the LTM execution is not initiated for the UE prior to the connection failure, e.g. the UE reported timer is absent or larger than the configured threshold (e.g. Tstore_UE_cntxt).
For the too early or LTM to wrong cell case, the timer reported by UE should be both smaller than the configured threshold. We need the cell information reported by UE to further differentiate:
Proposal 6 Network can detect the LTM to wrong cell case based on that fact that, the first re-establishment attempt cell/ the cell UE attempts to re-connect/the cell UE attempts LTM recovery is neither the cell that served the UE at the last LTM cell switch nor the cell that served the UE where the RLF happened or the cell that the LTM cell switch was initialized toward.
2.1.4 failure due to sub-optimal beam configuration.
The Beam information in cell switch command could be wrong or sub-optimal, too. Beam plays a bigger part of the role in an LTM procedure:
· Beam information as the TCI state configured in the candidate configuration, 
· UE needs the info to do early DL sync, and 
· in the cell switch command beam info is indicated as well for UE to start the RACH-less LTM.

If the beam info is wrongly configured or indicated, HOF or RLF could happen during or after LTM cell switch. There are subcases of cell/beam configuration: the cell could be wrongly configured, i.e., LTM to Wrong Cell (already discussed in clause 2.1.3), or the cell is configured right but the beam is wrongly configured, i.e., LTM to Right Cell and Wrong (or Sub-optimal) Beam. Both could result in failure or near failure in an LTM. 
Let’s start with the failure case.
LTM to Right Cell and Wrong (or Sub-optimal) Beam

In this case, an LTM cell switch decision is triggered by network, and the UE is switched to the right cell but wrong beam (or sub-optimal beam that could result in successful LTM cell switch but not stable connection at target beam): a UE was in cell1/beam1-1 is commanded to LTM cell switched to cell2/beam 2-1, and there are a few sub-cases:
The LTM cell switch failed in the following Figure step 2, either due to failed LTM cell switch or immediate RLF at cell 2 beam 2-1. UE executes the cell selection procedure, still selects to cell 2, and afterwards re-establish the connection at the cell2/beam2-2, as in following Figure step 3.
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Figure 2.1.4-1 A failure due to LTM to Right Cell and Wrong (or Sub-optimal) Beam.

If UE can report the failed beam information to network and the final successful beam information after re-establishment, it might be able to help network to root the failure cause, e.g., wrong beam indicated in cell switch command.

Proposal 7 RAN2 to study the failure case of sub-optimal beam configured, and whether the beam information in cell switch command and the beam information after re-establishment can be helpful to report to network. 
2.2 near failure due to sub-optimal beam configuration
2.2.1 a beam failure that is not spotted.
Consider the following case due to a bad beam configuration, that might not be able to be spotted by network.
# LTM to Right Cell and Wrong (or Sub-optimal) Beam
Even the LTM cell switch is successfully executed, the connection between UE and the target cell/target beam is not stable, beam failure soon happens to UE as in the following Figure step 2., UE executes the BFR procedure, and afterwards the BFR is successful at cell2/beam2-2, as in following Figure step 3.
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Figure 2.2.1-1. A near-failure due to LTM to Right Cell and Wrong (or Sub-optimal) Beam.
In this case, there won’t be an explicit failure happening which might be hiding a sub-optimal LTM configuration to network. What is happening above apparently does not fulfil the ambition of LTM that aims at reducing the interruption as much as possible. The above LTM procedure might even take longer time than a legacy HO.

Therefore, RAN2 is suggested to study the case whether an SHR is needed to tackle this issue.
Proposal 8 RAN2 to study the case of the near failure case where BFR happens and UE re-selects to another beam in the same target cell, after a successful LTM cell switch. 
2.3 potential Layer 1 issues during LTM procedure
In the following table, we have highlighted potential issues (for possible failure and near failure cases LTM).
Table 2.3-1. Potential issues in an LTM procedure.
	
	LTM procedure

	Potential issues

	1
	The gNB may decide to configure LTM and initiates LTM preparation, based on UE’s MeasurementReport message to the gNB. 
	1a. LTM might not always be necessary, e.g., in some cases legacy L3 mobility, including CHO (conditional HO) might be triggered before LTM is executed.

	2
	The gNB initiates LTM by reconfiguration to UE including the LTM candidate configurations.  
	

	3
	The UE stores the LTM candidate configurations and waits for further network trigger (i.e., cell switch command).
	

	4
	Early DL/UL synchronization with the candidate cell(s). 

Early DL and UL synchronization is optional, and partly depend on UE implementation (e.g., timing on DL/UL sync, and network might not be aware due to implementation flexibility)
	4a. early DL/UL sync might not always take place, before the LTM is triggered, which could result in longer LTM cell switch procedure and potentially higher risks of failure.

4b. the TA value, especially UE-based, might not be accurate enough, or not timely updated.

	5
	The UE performs L1 (layer 1) measurements and transmits L1 measurement reports to the gNB.
	

	6
	The gNB at one moment, based on L1 measurements:
· decides to execute cell switch the UE to a target cell and triggers cell switch 

· by transmitting a MAC CE including the target cell and the beam information the UE is about to be switched to. 

· The UE switches to the target cell and applies the configuration indicated by candidate configuration index using RACH-less based LTM or RACH based LTM.
	6a. wrong LTM timing, e.g., too early/too late LTM triggered.

6b. wrong cell and beam information for the cell switch, that result in LTM cell switch failure.



	7
	The UE performs 

· RACH-less to target cell/beam (for RACH-less LTM)
· RACH procedure (for a RACH based LTM) to target cell. 
	7a. issues in RACH-less cell switch procedure (due to too early, wrong cell/beam information or even inappropriate TA value with the LTM procedure)

7b. issues in random access procedure, e.g., sub-optimal CFRA configuration for RACH based LTM, that results in LTM cell switch failure, or RLF.

7c. beam failure in target cell/beam with beam failure recovery, i.e., no explicit failure happens.

	8
	The UE completes the LTM cell switch procedure by sending RRCReconfigurationComplete message to target cell.
	

	9
	Subsequent LTM. The steps 4-8 can be performed multiple times for subsequent LTM using the LTM candidate configuration(s) provided in step 2.
	9a. rlf-report or SHR might be over-written.
9b. While for subsequent LTM, network might need to record the track of the subsequent LTM, therefore to provide an optimized subsequent LTM configuration in the future.


2.3.1 early sync availability.
Early DL/UL synchronization with the candidate cell(s) largely depends on UE implementation.
· the timing of UL synchronization can be of UE implementation,
· and network might not be aware due to implementation flexibility of UE side.
Therefore, early UL sync might not always take place, before the LTM is triggered. This could result in longer LTM cell switch procedure and potentially higher risks of failure.
Proposal 9 RAN2 to study the MRO for LTM from the perspective of the early sync’s availability.
2.3.2 TA value.
For early UL sync to get the TA value for the candidate cell, there are two ways: UE based or network based. 
· For network based, it is triggered by network with a PDCCH order, and the final TA value is indicated to UE in the cell switch command. 
· For the TA value obtained by UE implementation: the UE performs TA measurement for the candidate cells after being configured by RRC but the exact time the UE performs TA measurement is up to UE implementation. The UE applies the TA value measured by itself and performs RACH-less LTM upon receiving the cell switch command. The network may also send a TA value in the LTM cell switch command MAC CE without early TA acquisition.
The possible issues for the TA obtaining process, especially UE-based, are that the TA might not be accurate enough, or not timely updated (UE does not check the validity of the TA value UE obtains the TA itself).
Proposal 10 RAN2 to study the MRO for LTM from the perspective of the issues in TA value (e.g., accuracy, validity).

2.4 subsequent LTM
Due to the nature of subsequent LTM, LTM might be triggered automatically and frequently from one to another in a group of candidate cells. It is beneficial for network to configure one UE with a pool of candidate LTM cells and network only triggers LTM cell switch, when needed, with minimum control plane efforts and user plane data interruption.
If subsequent LTM is configured for UE, various report might be generated, in a higher frequency. However, the failure information or the sub-optimal success report (if there are any), might be over-written very soon.
If subsequent LTM goes on and on, network might fail to fetch the report in time, and won’t be able to spot the issues in a subsequent LTM (and therefore to optimize it). 
Observation 3 For subsequent LTM that might happen frequently, a failure report (e.g., RLF report) or SHR (if there are any) might be over-written soon.

Proposal 11 RAN2 to study the mechanism to tackle the issue of frequently over-written report for MRO in subsequent LTM.
3 MRO for CHO with candidate SCGs
In last meeting RAN2 confirmed that both failure and near failure scenarios are to be studied. While RAN3 had the following agreements:
	MRO for CHO with candidate SCG failure and near failure cases

RAN3 focuses on NR-DC for MRO for CHO with candidate SCG in R19.

R19 SON/MDT solution discussion is based on R18 work.

Co-existence of R16/17/18 CHO? Other co-existence issue? // not an agreement but a note for companies.


We had two observations to RAN2/3 progress:
Observation 4 Both RAN2/3 agrees to work on both failure and near failure cases for MRO of CHO with candidate SCGs.
Observation 5 In RAN3 discussion, the co-existence of legacy CHO and CHO with candidate SCGs were touched.

In this clause, we will share our view on the following two dimensions:

· co-existence issues among the conditional re-configurations.
· how we can synthesize the reports for MN and SN.
3.1 one conditional re-configuration and the other
Thanks to the companies’ reminder in RAN3 meeting that, the ASN.1 design for CHO with candidate SCGs was based on the legacy CHO design, we may need to discuss the relations among the configuration, including the co-existence of legacy CHO and CHO with candidate SCGs. 
In the following we managed to provide an illustration of how ASN.1 is organized or how UE receives the configurations, in which, 
· candidate pair 1 is for the first CHO with candidate SCGs configuration.
· candidate pair 2 is actually NOT a pair, but for legacy CHO only (note that the conditions for SCGs are absent).
· candidate pair 3 is also the second CHO with candidate pair SCGs configuration.
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Figure 3.1-1. A possible set of conditional RRCReconfiguration.
Now the question is whether a configuration of above pair 1/2/3 should be blamed for a failure happened to others? We may need to look for the answer in MRO for CHO. In the rlf-report enhancement for CHO, the condition evaluations for all candidate CHO cells are provided. Similar mechanism can be taken as baseline as in CHO.
Observation 6 The condition evaluations for all the other candidate CHO cells are provided in the MRO reports for CHO. Similar mechanism can be taken as baseline as in CHO.
A common principle can be applied for CHO with candidate SCGs, regardless of the existence of legacy CHO. 
Proposal 12 Reuse the mechanism of MRO for CHO, i.e., to include the event evaluation for the candidate CHO cells (with or without candidate SCGs).
3.2 synthesis of events between MN and SN
MRO for CHO with candidate SCGs consist of two parts: 
· network configures the UE with one or more candidate target PCells (@MN), 
· associated with, one or more candidate target PSCells (@SN). 
If configured, UE evaluates the conditions for both, i.e., the candidate target PCells, and the associated candidate target PSCells in parallel. UE applies a target configuration that include PCell and PSCell for which the associated execution conditions are fulfilled.
There are two possible categories of scenarios, we go through them one by one.
· CHO with candidate SCGs triggered, with failure/success/sub-optimal combination for MN or SN mobility.
· CHO with candidate SCGs not triggered at all, but there are issues, e.g., RLF at either node.
# CHO with candidate SCGs triggered, with failure/success/sub-optimal combination
There are 3 possibilities for each node (MN and SN):
· For MN, the CHO can be successful which results in no report, failure with rlf-report, or sub-optimal success HO with SHR.
· For SN, the CPAC can be a complete success which results in no report, failure with SCGFailureInformation, or sub-optimal success with SPR. 
In reality, events might happen “independently” at MN and SN. One might further argue that, 
· what does a sub-optimal success event at one node have to do with what is happening or has happened at the other node (failure or complete success), or 
· what does a Failure at MN have to do with the Success at SN?
· etc., etc.
It might be correlated, however. Network configures the conditions of the CHO at MN for CHO, and the conditions at SN for CPAC, together. Such that only if both conditions are met, UE then triggers the conditional mobility. Such that one condition configured at one node might impact the condition configured and of course its execution at the other node. Consider the following example, 
· one UE being served by MN/A1 and SN/B1. And the UE was configured by network with the following candidate pair: (A2, B2), (A2, B3), (A3, B3), and (A4, B4). 
· at one moment, the condition for mobility to (A3, B3) was met, however, the MN mobility from A1 to A3 failed while SN mobility from B1 to B3 succussed.
· ideally, mobility to (A2, B2) might be a better choice, however, the condition set for B2 is wrongly configured and might never be triggered. A secondary choice, i.e., (A3, B3), was made, which results a sub-optimal mobility or even a failure.
In above example, of course we can do better at the CHO configuration, meanwhile the misconfiguration at candidate SCGs cannot be overlooked.
# CHO with candidate SCGs not triggered
CHO with candidate SCGs might not be triggered at all, and RLF happens. Similarly, we might want to blame the condition configured at the other node and provide it to network who might have an interest. 
Observation 7 In the case of CHO with candidate SCGs, execution condition configured at one candidate node might impact the choice made at the other associated candidate node.

# Potential enhancements
We repeat the possible events that could happen to MN or SN, and the corresponding report to network for MRO in the following table. Of them, SCGFailureInformation can be a bit special as it is reported to network immediately, instead of kept locally and submitted only upon network request.
Table 3.2-1 Potential issues in a CHO with candidate SCGs procedure.
	Events happened to MN (or MCG)
	Events happened to SN (or SCG)

	Success (no report)
	Success (no report)

	Failure (rlf-report)
	Failure (SCGFailureInformation)

	Sub-optimal success (SHR)
	Sub-optimal success (SPR)


And let’s look at the possible combinations (in a pair, by abbreviation), one by one, slowly but tirelessly:
· 1. S + S. No reports needed, of course.
· 2. S + F. Only failure at SN will be triggered. However as observed in clause 3.1, SCGFailureInformation, the only report we have, might need to be enhanced, to reflect the condition evaluation (e.g., like what has been introduced for CHO/CPAC) at MN (even it is a successful one).
· 3. S + Sub. Similarly, SPR needs to be enhanced.
· 4. F + S. Only rlf-report for CHO at MN will be generated accordingly. Again, rlf-report might need to be enhanced, to reflect the condition evaluation at SN (even it is a successful one).
· 5. F + F. There will be two reports. However, since there is a failure at MN, the SCGFailureInformation for SN won’t be able to be reported. One possibility is to include it in the rlf-report, which might result in redundancy. The other is to enhance rlf-report only to indicate the failure at the target candidate SCG.
· 6. F + Sub. Two reports generated, i.e., rlf-report and SPR. If we are about to enhance rlf-report and SPR already, let UE report them independently might be an easy way.
· 7. Sub + S. Similarly, SHR needs to be enhanced.
· 8. Sub + F. Two reports, SHR and SCGFailureInformation to be enhanced, independently.
· 9. Sub + Sub. Similarly, SHR/SPR to be enhanced.
To summarize, we have the following observations:
Observation 8 The condition evaluation at the other associated node might be beneficial to network to better configure CHO with candidate SCGs.
Observation 9 If conditional mobility at both node fails, the SCGFailureInformation might not be able to be provided to network in the case of CHO with candidate SCGs.
Reports from MN and SN are separately reported based on existing design, which cannot help network to synthesize and optimize the future CHO with candidate SCG configuration. There are two potential direction RAN2 can work on:
· design a report to synthesize both reports in a single report.
· stick with two separate reports but associating the reports from both nodes, to let the synthesize happen at network side. however, on this direction we need to take the SCGFailureInformation into account as there might no sperate reports if CHO at PCell fails too.
Proposal 13 On MRO for CHO with candidate SCGs, RAN2 continues on one of the following solutions: 
i. Option 1. design a single report to synthesize both reports for above events; or
ii. Option 2, using two separate reports but associating the reports for both nodes (i.e., synthesizing happens at network side).
4 MRO for Subsequent CPAC
We here provide our view on what impacts subsequent CPAC could bring with us, based on RAN3 agreement in RAN3#123bis Changsha meeting:
	Work on the scenarios of failure in S-CPAC. The optimization of non-failure scenarios (e.g., near failure and ping-pong) is not excluded.


4.1 a difference subsequent CPAC is making
Current specification adopts self-optimization to detect CPAC failures that occur due to Too late CPC execution or Too early CPC/CPA execution, or CPC/CPA execution to wrong PSCell. When the CPAC failure or RLF happens, the UE may report the failure information to the network via SCGFailureInformation message. Then the MN or SN can use SCG Failure Information Report for root cause analysis. There could be SPR for CPAC as well.
Due to the nature of subsequent CPAC, one can imagine the SCG, possibly in FR2, automatically changes from one to another in a group of candidate SCGs, while the MCG stays the same (in lower frequency band, e.g., 2.6/3.5GHz or even 700MHz). It is beneficial for network to configure one UE with a pool of SCG and everything else is automated.
Observation 10 For subsequent CPAC, UE might be changing its SCG frequently.
4.2 issues and enhancements
If subsequent CPAC is configured for UE, various reports might need to be generated more frequently. However, the sub-optimal success report, might be over-written (this does not apply to the failure information as it is reported to network in real time).

If subsequent CPAC goes on and on, network fails to fetch the report in time, such info might never be able to be aware by network. Network therefore unfortunately is not able to spot the issues of the configurations for a subsequent CPAC.
Observation 11 For subsequent CPAC that might happen frequently, SPR might be over-written frequently.
Proposal 14 RAN2 to study the mechanism to tackle the issue of frequently over-written report for MRO in subsequent CPAC.
5 Conclusion
Based on the hopefully not so long analysis, we make the following suggestions to RAN2:
# for LTM
Proposal 1 For too late LTM, the following sub-cases are considered but we may down prioritize later (not limiting): 
i. Case 1a: the UE detects RLF in source cell after receiving LTM candidate configurations and performs reestablishment procedure in a different cell; 
ii. Case 1b: the UE detects RLF in source cell after receiving LTM candidate configurations, selects an LTM candidate cell that is different from the source cell, detects HOF with the selected LTM cell; 
iii. Case 1c: the UE detects RLF in source cell after receiving LTM candidate configurations, and successfully completes LTM execution with the selected LTM candidate cell that is different from the source cell.
Proposal 2 LTM to wrong cell, the following sub-cases are considered but we may down prioritize later (not limiting):
i. Case 3a: the UE detects HOF/RLF in the LTM target cell and performs reestablishment procedure in a cell other than the source cell and the target cell.
ii. Case 3b: the UE detects HOF/RLF in the LTM target cell, selects an LTM candidate cell which is different from the source or target one, detects HOF with the selected LTM candidate cell, and performs reestablishment procedure.
iii. Case 3c: the UE detects HOF/RLF in the LTM target cell, and successfully completes LTM execution with the selected LTM candidate cell which is different from the source or target one.

Proposal 3 RAN2 to discuss whether to follow CHO like mechanism (i.e., a single report for the RLF at source or target, with LTM recovery cell ID) for a consecutive failure, i.e., an RLF at source or target cell followed by an HOF during LTM recovery.
Proposal 4 Legacy connection failure detection mechanism can be re-used as baseline, and the timeConnFailure is resued.
Proposal 5 For too late LTM, the detection mechanism: if LTM is configured but the LTM execution is not initiated for the UE prior to the connection failure, e.g. the UE reported timer is absent or larger than the configured threshold (e.g. Tstore_UE_cntxt).
Proposal 6 Network can detect the LTM to wrong cell case based on that fact that, the first re-establishment attempt cell/ the cell UE attempts to re-connect/the cell UE attempts LTM recovery is neither the cell that served the UE at the last LTM cell switch nor the cell that served the UE where the RLF happened or the cell that the LTM cell switch was initialized toward.
Proposal 7 RAN2 to study the failure case of sub-optimal beam configured, and whether the beam information in cell switch command and the beam information after re-establishment can be helpful to report to network. 
Proposal 8 RAN2 to study the case of the near failure case where BFR happens and UE re-selects to another beam in the same target cell, after a successful LTM cell switch. 
Proposal 9 RAN2 to study the MRO for LTM from the perspective of the early sync’s availability.

Proposal 10 RAN2 to study the MRO for LTM from the perspective of the issues in TA value (e.g., accuracy, validity).

Proposal 11 RAN2 to study the mechanism to tackle the issue of frequently over-written report for MRO in subsequent LTM.
# for CHO with candidate SCGs
Proposal 12 Reuse the mechanism of MRO for CHO, i.e., to include the event evaluation for the candidate CHO cells (with or without candidate SCGs).
Proposal 13 On MRO for CHO with candidate SCGs, RAN2 continues on one of the following solutions: 
i. Option 1. design a single report to synthesize both reports for above events; or
ii. Option 2, using two separate reports but associating the reports for both nodes (i.e., synthesizing happens at network side).
# Subsequent CPAC
Proposal 14 RAN2 to study the mechanism to tackle the issue of frequently over-written report for MRO in subsequent CPAC.

6 Annex 1 // RAN2/3 agreements collection
6.1 agreements for LTM
6.1.1 RAN2#125-bis
	For LTM MRO, RAN2 considers the following three connection failure cases:

-
Too late LTM

-
Too early LTM

-
LTM to wrong cell

For too late LTM, the following sub-cases are considered but we may down prioritize later (not limiting):

-
Case 1a: the UE detects RLF in source cell after receiving LTM candidate configurations and performs reestablishment procedure.

-
Case 1b: the UE detects RLF in source cell after receiving LTM candidate configurations, selects an LTM candidate cell, detects HOF with the selected LTM cell.
-
Case 1c: the UE detects RLF in source cell after receiving LTM candidate configurations, and successfully completes LTM execution with the selected LTM candidate cell.

For too early LTM, the following sub-cases are considered but we may down prioritize later (not limiting):

-
Case 2a: the UE detects HOF/RLF in the LTM target cell and performs reestablishment procedure with the source cell.

-
Case 2b: the UE detects HOF/RLF in the LTM target cell, selects the source cell which is also an LTM candidate cell, detects HOF with the source cell, and performs reestablishment procedure.
-
Case 2c: the UE detects HOF/RLF in the LTM target cell, and successfully completes LTM execution with the selected source cell which is also an LTM candidate cell.

LTM to wrong cell, the following sub-cases are considered but we may down prioritize later (not limiting):

-
Case 3a: the UE detects HOF/RLF in the LTM target cell and performs reestablishment procedure with the source cell.

-
Case 3b: the UE detects HOF/RLF in the LTM target cell, selects an LTM candidate cell which is different from the source or target one, detects HOF with the selected LTM candidate cell, and performs reestablishment procedure.

-
Case 3c: the UE detects HOF/RLF in the LTM target cell, and successfully completes LTM execution with the selected LTM candidate cell which is different from the source or target one.

RAN2 considers SHR, RA report and RLF for MCG LTM SON.

RAN2 will start work on MCG LTM.


6.1.2 RAN3#123-bis
	Work on scenarios of near failure LTM

Work on scenarios for the differentiation of too early LTM, too late LTM and LTM to wrong cell


6.2 agreements for CHO with candidate SCGs
6.2.1 202404 RAN2#125-bis and RAN3#123-bis

	RAN2
	RAN3 

	RAN2 to study failure and near failure scenarios for CHO with candidate SCGs.
	MRO for CHO with candidate SCG failure and near failure cases

RAN3 focuses on NR-DC for MRO for CHO with candidate SCG in R19.

R19 SON/MDT solution discussion is based on R18 work.

Co-existence of R16/17/18 CHO? Other co-existence issue? // this appears in chair lady’s notes as grey.


7 Annex 2 // illustrations of LTM connection failure cases
In this part, we had included a selected illustrations of LTM connection failure cases.
7.1 Too late LTM
	For too late LTM, the following sub-cases are considered but we may down prioritize later (not limiting):

-
Case 1a: the UE detects RLF in source cell after receiving LTM candidate configurations and performs reestablishment procedure.

-
Case 1b: the UE detects RLF in source cell after receiving LTM candidate configurations, selects an LTM candidate cell, detects HOF with the selected LTM cell.
-
Case 1c: the UE detects RLF in source cell after receiving LTM candidate configurations, and successfully completes LTM execution with the selected LTM candidate cell.


The network configures UE with LTM related configurations, e.g., candidate LTM configurations. There might be following sub-cases.
Case 1a. UE connects to network through cell1/beam1-1. An LTM, although configured as in step1, however, is never triggered. An RLF happens afterwards (as in step 2) and UE re-selects another cell, i.e., cell2/beam 2-2 (as in step 3). 
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7.2 Too Early LTM
	For too early LTM, the following sub-cases are considered but we may down prioritize later (not limiting):

-
Case 2a: the UE detects HOF/RLF in the LTM target cell and performs reestablishment procedure with the source cell.

-
Case 2b: the UE detects HOF/RLF in the LTM target cell, selects the source cell which is also an LTM candidate cell, detects HOF with the source cell, and performs reestablishment procedure.
-
Case 2c: the UE detects HOF/RLF in the LTM target cell, and successfully completes LTM execution with the selected source cell which is also an LTM candidate cell.


An LTM cell switch decision might be made too early. Assume a UE was in cell1/beam1-1 is LTM cell switched to cell2/beam 2-1, there might be following cases:
case 2a. the LTM cell switch failure happens in the following Figure step 2. Or even the LTM cell switch is successfully executed (either RACH based or RACH-less based), the connection between UE and the target cell/beam is not stable, RLF soon happens to UE as in the following Figure step 2.
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7.3 LTM to Wrong Cell
	LTM to wrong cell, the following sub-cases are considered but we may down prioritize later (not limiting):

-
Case 3a: the UE detects HOF/RLF in the LTM target cell and performs reestablishment procedure with the source cell.

-
Case 3b: the UE detects HOF/RLF in the LTM target cell, selects an LTM candidate cell which is different from the source or target one, detects HOF with the selected LTM candidate cell, and performs reestablishment procedure.

-
Case 3c: the UE detects HOF/RLF in the LTM target cell, and successfully completes LTM execution with the selected LTM candidate cell which is different from the source or target one.


An LTM cell switch decision might not be able to switch the UE to the right cell: a UE was in cell1/beam1-1 is LTM cell switched to cell2/beam 2-1, and in the following sub-cases,
case 3-a. the LTM cell switch failed in the following Figure step 2. UE executes the cell selection procedure, and afterwards re-establish the connection at another cell that is not either cell1 or cell2, e.g., cell3/beam3-2, as in following Figure step 3.

case 3-b. even the LTM is successfully executed, the connection between UE and the target cell is not stable, radio link failure soon happens to UE in cell2. UE executes the cell selection procedure, and afterwards re-establish the connection at another cell that is not either cell1 or cell2, e.g., cell3/beam3-2.
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