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1. [bookmark: _Toc18404533][bookmark: _Toc18403966][bookmark: _Toc18413600]Introduction
[bookmark: OLE_LINK3]In RAN #102 meeting, a SID on solutions for Ambient IoT (Internet of Things) in NR has been agreed in [1]. 
In RAN2#125bis meeting, RAN2 has had initial discussion on the general aspect and basic procedure for Ambient IoT. The following agreements have been achieved:
	Agreements (for general aspect)
1. Unless explicitly stated all agreements apply to all device types and for both topologies.  
2. From RAN2 perspective, the aim is that the design on the interface between reader and A-IoT device is common for topology 1 and topology 2.  
3. RAN2 will support two use cases, “inventory” and “command”.  The definition, detailed wording is FFS
4. Baseline procedure:
Step A: Based on the service request, the reader sends the Initial Trigger Message indicating device(s) that need to respond; Details FFS
Step B: Triggered device(s) performs the random access-like procedure, if needed; Details FFS
Step C: The device may perform the data communication with the reader as needed,: Details FFS
5. We will study the support of both “inventory” and “command” in the same procedure.  
6. FFS if Initial Trigger Message can also include “command”.  
7. RAN2 will continue the study of ambient IoT assuming no support of AS security until SA3 provides further input.   


RAN2 also has had some discussion on the details of the baseline procedure, especially for the paging-like and random access-like procedures. The following agreements have been achieved:
	Agreements (for paging-like procedure)
1. Legacy paging message for device will not be supported.  
2. Legacy paging occasion and legacy DRX for the device is not supported.  This doesn’t preclude solutions that address device monitoring (taking into account discussions from RAN1 as well).
3. RAN2 assumes that the device will not support tracking/RAN area update procedure.    
4. For the case of reaching single or group of devices, an identifier may be required to identify the device/group of devices in the trigger message.    FFS pending the details from SA2
Agreements (for random access-like procedure)
1. RAN2 confirms slotted-ALOHA is the baseline for Ambient IoT random access 
2. We will study the support for access triggering for a single device, group of devices, or all devices.    RAN2 to discuss the contention-based and contention-free access procedures and detailed solutions. 
3. Random Access is triggered by the reader 
4. Reader provides the information that the device needs to respond to the random access trigger.  FFS what those parameters are
5. Study the solution and benefits of both 2-step like random access procedure and 4-step like random access procedure.  FFS the details on each procedure and how we call it.  
6. Handling of contention resolution failure and access failure at the device will be studied in RAN2, including failure detection and re-access.  FFS details
7. For the very first access message from the device to reader in random access an ID is included.  RAN2 to discuss whether a temporary identifier is included, or the permanent device ID is included (considering other WGs input as well).


[bookmark: OLE_LINK22]In this contribution, we will further discuss the RAN2 details for paging-like procedure for facilitating the DO-DTT and DT data transmission for AIoT and give our proposals.
2. Discussion
2.1 Service procedures
2.1.1 Combined “inventory” and “command” procedures
As mentioned in the SID, in this release, as baseline, only indoor inventory or indoor command service types would be supported. Generally, the service type of "inventory" is to collect the device ID information from the AIoT devices within a certain area (e.g., a warehouse). The service type of “command” can further include "Read" and "Write" operations. "Read" operation is to read sensing data from the AIoT devices. "Write" operation can be used to configure the AIoT device or write some information into it.
In last meeting, RAN2 has agreed two use cases “inventory” and “command” will be supported and also agreed to study the support of both “inventory” and “command” in the same procedure. Per our understanding, even for the case that a device is already known to the AF and AF tends to send specific service command to the device (e.g., to read the sensing data from the device or write some information into the device), at least from RAN2 perspective, it’s beneficial to firstly inventory this device. Even previously this device has been successfully inventoried, it may be the case that this device may have moved, e.g., no longer in the coverage of this AF. Or as a passive device, it may have exhausted the stored power energy after being inventoried last time and therefore cannot directly receive and process kind of large data packets. Considering all these possibilities, it is necessary to firstly perform an inventory on this device to detect its presence. This can be helpful to avoid unnecessary signaling overhead by sending data to non-existent device(s). Moreover, by performing an inventory procedure firstly, e.g., device-specific inventor, the device can enter a status of “has been inventoried” and try to accumulate a certain amount of energy which would facilitate the device to be better prepared for receiving kind of large service data.
Observation 1: Even for a device that may have been previously inventoried, if service data (e.g., read or write command) needs to be sent to it, it is necessary to firstly (re)perform an inventory on this device to detect its presence. This can be helpful to avoid unnecessary signaling overhead by sending data to non-existent device(s). Moreover, by performing an inventory firstly, the device can enter a status of “has been inventoried” and be possible to accumulate a certain amount of energy which would facilitate the device to be better prepared for receiving kind of large service data.
Proposal 1: From RAN2 perspective, in the air interface from reader to device, it’s beneficial to always perform a paging-like inventory procedure preceding the transmission of command data.
2.1.2 Different inventory procedures
An end-to-end service procedure can be initiated by the Ambient IoT AF (i.e. third party). The service request would be sent to core network node, e.g., AMF or a new management function specifically for AIoT (hereinafter referred to as AIoTMF) and further to the RAN node, e.g., BS-reader. According to the above proposal 1, we assume an air interface inventory procedure would be necessary in most or all the cases. There may be different inventory use cases as following:
· Case1: it may be possible that AF/CN has no information about the AIoT devices within its coverage. Therefore, AF/CN tends to inventory all the possible AIoT devices. In other word, AF/CN expects all the AIoT devices can respond the inventory request. In this case, AF/CN cannot and also no need to provide the device ID information in the service request.
· Case2: it may be that AF tends to inventory the devices belong to a specific business domain. With reference to the EPC structure (refer to the information in Annex), the AF may need to provide device ID information for the concerned device class or group which can be achieved by applying mask or filter on the original device ID. For example, by setting a mask code with the leftmost bits of “0011 0001” and other last bits masked and applying it on the device ID with EPC format, the devices with Serial Shipping Container Code (SSCC) can be filtered out (here is just an example, there are many existing schemes for matching partial bits with an identifier). Moreover, with more elabrated desisn on the mask code, only some devices within the business domain of Shipping Container can be filtered. From RAN2 perspective, this is a general way to indicate a group of devices for inventory.
· Case3: it may be that AF tends to send service data to one or more devices which may be already known to the AF. As mentioned in proposal 1, it’s more suitable to perform a combined “inventory” and “command” procedures, mainly in the air interface, Furthermore:
· Firstly, different from above two cases, in this case, the air interface inventory procedure is not required by upper layer service, but just triggered by BS-reader itself with intention to firstly confirm the presence of one or more specific devices. 
· Secondly, it may be not necessary that each single service request will trigger an air interface inventory procedure. Instead, it’s still possible/flexible for BS-reader to trigger a combined inventory procedure for multiple devices in the air interface, and the initial trigger message of this combined inventory procedure can accommodate the device ID information for multiple devices that are the targets of the command service request from AF/CN. Such process is similar as the legacy case that multiple paging records can be accommodated in one Paging message and may be helpful to reduce the air interface signalling overhead. In a summary, the Case3 may be also possible to trigger an air interface inventory for a group of devices.
· Case4: It’s also possible that, for a certain area, after kind of initial inventory for all the devices, some new devices may be moved in. Since no active report would be supported by the device, generally the network node (AF/CN/BS-reader) may have no way to be aware of this. It may cause some issues to the subsequent services. One straightforward and simple way may be to set a periodical inventory on all the devices from AF/CN (even there is no real service request from application). However, this obviously results in a highly signaling overhead and unnecessary re-inventory on the devices that have already been inventoried (e.g., the “old” devices). Per our understanding, a more efficient way that can be considered is to let BS-reader trigger a special air interface inventory (e.g., dedicated to the new-arrived devices). Such inventory is more flexible and easier to control the size/scale of the inventory.
Based on the analysis in above cases, we can see besides the general inventory service triggered by AF/CN, it’s also possible for BS-reader itself to trigger an air interface inventory, e.g., in Case3 and Case4.
Moreover, if an air interface inventory is triggered for any above cases, the BS-reader will collect the device ID information from the concerned AIoT devices or the AIoT devices within the coverage of this BS-reader. In legacy LTE or NR system, the paging procedure is used by the network to reach a UE in idle or inactive mode and further trigger the UE to response to the network. Similarly, the air interface inventory procedure in above cases are also mainly invoked by some trigger and needs response from the devices. So we assume a paging-like procedure would be needed to implement such air interface inventory procedure. 
In the following discussion, in order to simplify the terminology as much as possible, we tend to use a uniform saying as inventory for a group of devices. If there is only one device in the group, that means inventory for a single device. Or if some ways are used to indicate all devices (e.g., an empty group or absence of group information), that can also means inventory for all devices.
Proposal 2: From RAN2 perspective, a paging-like procedure would be needed to implement an air interface inventory for a group of devices which can be triggered by service request from AF/CN or triggered by BS-reader itself.
2.2 Monitoring initial trigger message in paging-like procedure
In last RAN2 meeting, there were diverse views on whether the initial DL signalling in such paging-like procedure can still be called Paging or AIoT paging, so a more general saying of initial trigger message is used. We think this issue is not so critical and can be decided later when study on the detailed procedure has progressed further. So in most of the following discussion, we still use the terminology of paging-like procedure and initial trigger message.
Proposal 3: Whether the initial trigger message in the paging-like procedure can be called Paging or AIoT Paging can be decided later when study on the detailed procedure has progressed further.

According to the discussion in RAN1 and RAN2 till now, there is kind of general understanding that the AIoT device may not be able to keep stringent time synchronization with the BS-reader. Therefore, in last RAN2 meeting, RAN2 has agreed that legacy paging message, legacy paging occasion and DRX scheme will not be supported by AIoT. 
However, RAN2 still needs to discuss how the device to monitor the messages in the paging-like procedure. Two possible ways have been mentioned in previous discussion for AIoT Device to monitor the initial trigger message in the paging-like procedure continuously or with kind of ‘duty-cycled’ mode. For ‘duty-cycled’ mode, the DL trigger message can be monitored based on a pre-defined duty cycle, which still seems similar as DRX mechanism. Therefore, we assume the ‘duty-cycled’ mode anyway will require certain level of time synchronization between the device and the BS-reader. This will inevitably increase the complexity and cost of the AIoT devices. Hence, from RAN2 perspective, ‘duty-cycled’ mode may not be suitable to such ultra-low complexity device, e.g., Device 1. Moreover, for this kind of device that naturally does not equipped with a conventional battery and can harvest energy from ambient environment, the downlink signal reception also has the potential benefit of accumulating power energy. 
Observation 2: To let AIoT device continuously monitor the DL trigger message can eliminate the need for time synchronization between the device and reader and has the potential benefit of harvesting power energy from DL radio signal.
Therefore, it is more suitable for AIoT device to continuously monitor the downlink trigger message so that when an inventory procedure is trigged, the device can be aware of it in time.
Proposal 4a: From RAN2 perspective, it is more suitable for AIoT device to continuously monitor the DL trigger message in the paging-like procedure.

In legacy LTE or 5G NR system, the scheduling and transmission of paging messages is on Paging Channel (PCH) which is generally broadcast in the entire coverage area of the cell. For UE side, it needs to monitor common search space to receive Paging messages addressed with P-RNTI. After completing the paging response, e.g., accessing the network after successful contention resolution for RA procedure, the UE starts to monitor UE-specific search space and mainly acquire the dedicated signalling/data.
However, for AIoT, according to the progress in RAN1#116 and RAN1#116bis meetings, a simple design for downlink and uplink physical channel/signal has begun to take shape. According to the RAN1 agreements, it can be seen that, for DL, only PRDCH channel is design which can carry the R2D (reader to device) link for R2D data and/or control information transmission. The differentiation between common search space/ broadcast channel and UE-specific search space/unicast channel may no longer exist. In other word, from channel perspective, it is impossible to distinguish which DL R2D transmissions on PRDCH channel needs to be monitored by all or a group of devices in the entire coverage area and which DL R2D transmissions on PRDCH channel only needs to be monitored by a certain device.
Observation 3: According to the RAN1 agreements till now, a simple design for downlink and uplink physical channel/signal has begun to take shape, e.g., for DL, only PRDCH channel is design which can carry the R2D (reader to device) link for R2D data and/or control information transmission. There seems no differentiation between common search space/ broadcast channel and UE-specific search space/unicast channel as legacy.
Even there is no channel differentiation for DL transmission, RAN1 still has some discussion on the possible R2D control information which may give help to the device on monitoring/receiving DL R2D transmissions on PRDCH channel. As mentioned in [5, R1-2403558], there is some discussion as below but no agreements have been achieved.
	· Most of companies explicitly proposed PRDCH to be used for R2D control information and no need to have a separate/dedicated channel for R2D control information. 
· Multiple companies also propose a number of control information fields to be considered for R2D control information and further if they can be signaled via L1 signaling or higher-layer signaling
(High-Priority) Updated Proposal 2.1.2-1
· For R2D control information, 
· Transmission on PRDCH can be considered
· Note: How to map R2D control information in PRDCH including encoding of data and/or control information is studied under the PRDCH design details
· At least the following R2D control information fields (for PRDCH and/or PDRCH) are studied:
· Time domain resource allocation
· MCS
· TBS
· Repetitions
· Device ID and/or device group ID and/or device type
· Cast type 
· Frequency domain resource allocation
· Reader ID
· For the study of each of the above R2D control information, at least following aspects are considered:
· Whether the control information is needed/predefined or not
· For control information that is not fixed, whether it is signaled as L1 control information and/or via higher-layer signaling (e.g. MAC CE, RRC)
· Whether the control information is unicast, groupcast, broadcast


From RAN2 perspective, for paging-like procedure, since all the DL trigger messages will be transmitted on the same PRDCH channel, we understand a cast type, e.g., unicast, or broadcast may need to be introduced for DL R2D transmission to help a device to distinguish whether a R2D transmission is for multiple devices or just one device.
Proposal 4b: RAN2 assume a cast type, e.g., unicast or broadcast needs to be introduced for DL transmission on PRDCH channel to help a device to distinguish whether a DL message over R2D transmission is for multiple devices or just one certain device.
Generally, for all the devices which have not been inventoried need to monitor the DL messages over R2D transmission with broadcast type. Otherwise, if a device has already been successfully inventoried, the device can ignore an initial trigger message over R2D transmission with broadcast type but just wait for a DL message over R2D transmission with unicast type. Such differentiated processes can be helpful to reduce the unnecessary behaviours in device side. The implementation of such differentiated processes can be based on a status information within the device, e.g., “has not been inventoried” and/or “has been inventoried”  
Proposal 4c: The status of “has not been inventoried” and/or “has been inventoried” may need to be introduced for the device. The device with different status can monitor DL messages over R2D transmission with different cast type.
2.3 Consideration on Device ID
As mentioned in section 3.1.2, from service type perspective, there are may be diverse inventory procedures, some are purely for collecting device ID information while some other may be followed by service data transmission. Moreover, device ID information may need to be provided along with the service request with intention to perform inventory for a group of devices. Please note, here device ID information is just a general saying. For example, it can also be represented in the form of a group ID and such group ID finally can correspond to a list of device ID. 
For air interface paging-like procedure, the main purpose of carrying device ID information in the DL trigger message is to facilitate the device to compare its stored ID with the provided device ID in order to determine whether it needs to respond to the network. 
In SA2, the format of the AIoT Device identifier is still under discussion, some typical options are cited as below:
· Permanent ID: it is expected to enable uniquely identifying Ambient IoT Device by the 3GPP system. Such ID can entail MNO ID, Enterprise (Owner) ID, Instance ID. However, such long Permanent ID cannot be conveyed conveniently on all AS level procedures (e.g. between Ambient IoT Device and Reader) or non-AS level procedures (e.g. between Reader and Controller) due to large overhead or security issues.
· With reference to legacy RFID, an EPC as defined by GS1 in the EPC Tag Data Standard (reference can be found in section 2) can be an option for a Permanent ID.
· Long temporary ID: A long temporary Device ID to be used between the Controller and the Reader. The Controller maintains the mapping between long temporary ID and unique Ambient IoT Device identifier (e.g. based on the Permanent ID) per Device based on notification from the Reader. Such Long temporary ID does not need to be exposed to the Ambient IoT Device.
· Short temporary ID: A short temporary Device ID to be used between the Reader and Ambient IoT Device. The short temporary Device ID can be assigned and provisioned by the Reader to the Ambient IoT Device. The Reader maintains mapping between long temporary ID and short temporary ID per Ambient IoT Device. The Reader notifies the Controller on mapping of long temporary ID per ambient IoT Device (e.g. based on the Permanent ID).
From RAN2 perspective, a brief comparison is listed as below:
· The use of a permanent ID, e.g., the EPC format, can makes it easier to perform business-specific inventory (e.g., inventory for the class of Shipping Container of a sub-class of Shipping Container class), which may be the most common use case for the applications for tag-type devices. Moreover, if the device is typically allocated such permanent ID by the third-party and permanently store it in the physical memory inner the device, the use of a permanent ID would not cause additional storage burden on the device. However, in addition to the signalling overhead and security issues mentioned above, the other problem may be whether the energy harvested by the device is sufficient to support such long data transmission (not to mention more retransmissions due to possible fragmentation and higher failure possibility). 
· On the contrary, the use of shorter temporary ID can partially avoid the problems of permanent ID. And the temporary ID assigned by the core network or even reader can also contain some node information (e.g., AMF id or BS-reader id), which may be helpful to more accurately select the suitable reader for inventory the corresponding devices. However, the main disadvantage may be that network nodes and even readers need to store a large number of mapping relationships between temporary ID and permanent ID. Moreover, we assume such temporary ID also needs to be assigned to the device and may further increase the storage burden on the device. Finally, it may be not easy to convert business-specific inventory operations into temporary ID-based inventory. How complex a convert scheme may highly rely on whether the serialized structure design for the temporary ID is appropriate or not.
Considering some above pros and cons for different types of AIoT device ID may have impacts on air interface, we suggest RAN2 have brief discussion on AIoT device ID and give some general considerations or preferences from RAN2 perspective.
Proposal 5: RAN2 is suggested to have brief discussion on AIoT device ID, e.g., permanent ID vs temporary ID, and give some general considerations or preferences from RAN2 perspective.
2.4 Filter/mask scheme for grouping devices for air interface inventory
No matter which type of device ID would be used, in several solutions in SA2 study, filter/mask scheme, e.g., Filter Criteria or bitmask, have been mentioned with intention to filter part of the AIoT devices to be inventoried. Also, an example for inventory on the devices belong to a specific business domain have been mentioned in the section 2.1.2. Per our understanding, no matter from the service requirement perspective or from the upper layer consideration on controlling inventory performance, such filter/mask scheme is needed.
Generally, if the device identities of a same owner are continuous, device Identity and simple mask code can be used to indicate a group of devices efficiently. For example, if the last n bits of a device Identity are masked, then 2^n number of UE can be selected. 
Observation 4a: In some use case, filter/mask criteria from upper layer may be provided along with device ID information in the service request from AF/CN with intention to filter only part of the AIoT devices to be inventoried, or in other word, to facilitate group-based inventory.
Even RAN2 can assume kind of upper layer filter/mask scheme will be supported to facilitate group-based inventory, it may be mostly applied according to a business requirement, or it may not even be applied. A typical example is that upper level just want to do an inventory of all the devices. Therefore, it’s still possible for BS-reader to receive an inventory request for a “big” group of AIoT devices. This may further cause heavy load for “paging” and heavy collision for the following RA-like procedure at the air interface.
Observation 4b: Even kind of upper layer filter/mask scheme may be supported to facilitate group-based inventory, it’s still possible for BS-reader to receive an inventory request for a “big” group of AIoT devices which will further cause heavy load for “paging” and heavy collision for the following RA-like procedure at the air interface.
Therefore, we believe that the filter/mask mechanism in the RAN level is still needed with intention to reasonably split the inventory of a possible large group of devices from upper layer into several air interface inventories for a smaller group, which can be helpful to reduce the collision probability within each inventory and improves the overall inventory efficiency.
In the following, we will give two angles of analysis to explain the necessity of such an air interface filter/mask mechanism, one is from the potential size of the inventory service from upper layer, and the other is the from the collision probability in the RA procedure after initial trigger message in the paging-like procedure.
1) As mentioned in the study report [3, TR 38.848] from RAN plenary, the new Ambient IoT technology will open new markets within 3GPP systems, whose number of connections and/or device density can be orders of magnitude higher than existing 3GPP IoT technologies. Moreover, according to the consolidated potential KPIs in SA1 study report [2, TR 22.840], the maximum connection density target is:
	· 150 devices per 100 m2 for indoor scenarios
· 20 devices per 100 m2 for outdoor scenarios.
RAN WGs will define the 2D or 3D distribution(s) of devices.


It can be seen the consolidated maximum connection density target can be 1,5Million devices per 1 Million m2, e.g., 1km2. In this SA1 study report, the maximum value of “service area dimension” for indoor scenario is 1 700 000 m2 which comes from a flower Auction scenario. And the device density can be as large as 1,3Million/km2. That means totally about 2,2Million devices in the area of 1.7km2. 
Such a large indoor environment may require the deployment of 5G macro base stations. Considering that the coverage radius of the macro BS is generally from 100m to 300m, and the coverage area is about 30000m2~280000m2. So at least 5~6 macro base stations may be needed. That may further means there may be between 300,000 ~ 500,000 devices within the coverage area of a base station. Please note the number of UEs that a base station for legacy NB-IoT technology need to support is about 100,000, so this device density requirement for AIoT use case is about 3-5 times the support scale of NB-IoT. Moreover, different from the traffic type in legacy IoT applications where for example only one packet needs to be transmitted per 24 hours, for a typical AIoT inventory service, the overall inventory on hundreds of thousands of devices under a BS-reader may need to be completed in a relatively short period of time, e.g., hour level or even shorted.
Observation 5a: The inventory request from upper layer for AIoT, even for a single business, may reach the scale of hundreds of thousands of devices for one time inventory. There may also be stringent time restriction for the entire inventory operation.
2) Even for an upper layer inventory for a device group that are not so large, if no any anti-collision scheme is used, heavy collision during the access procedure may still occur.
Here is a roughly calculation. If N devices are inventoried at a same time, the non-collision probability is: N!/(N^N), so:
· if only 1 device is inventoried, the non-collision probability is 1
· if 2 devices are inventoried simultaneously, the non-collision probability is 2*1/(2^2)= 50%
· if 3 devices are inventoried simultaneously, the non-collision probability is 3*2*1/(3^3)= 2/9=22.2%
· if 4 devices are inventoried simultaneously, the non-collision probability is 4*3*2*1/(4^4)= 3/32=9.3%
· if 10 devices are inventoried simultaneously, the non-collision probability is 0.03%
· If there are 300,000 ~ 500,000 devices within the coverage area of reader and all devices needs to be inventoried during a certain time period, it will cause very serious collision, again and again inventory may be needed to overcome the collision, which will last for a long time and waste radio resource seriously.
Observation 5b: Even for an upper layer inventory for a device group that are not so large, if no any anti-collision scheme is used, heavy collision during the access procedure may still occur.
Therefore,
Proposal 6: The filter/mask mechanism in the air interface is also needed with intention to reasonably split the inventory of a large group of devices from the upper layer into several air interface inventories for a smaller group.
2.5 Q-algorithm for air interface inventory
With reference to RFID, a Q-algorithm is generally used in the inventory procedure in legacy RFID system for anti-collision. It is a way to resolve collision through time domain distribution. Shortly to say, even a device is filtered out via matching with the provided device ID information, it doesn’t means the device can response to the reader immediately after receiving the initial trigger message. The main steps of a Q-algorithm can be as below:
1) A Q value is broadcast to all the devices by the reader;
2) For a certain device, it generates a random number between 0~2Q -1 as its response time slot and loads this random slot number into a slot counter in its side. This random slot number will be further reduced till it equals to 0, so it can be seen as a length of delay before the device can be allowed to trigger random access.
3) The device with the slot counter equal to 0 can trigger random access. If the device successfully access the reader and responses with its device ID, the device can think that it has been successfully inventoried and can exit the operation. It may be possible that several devices have the slot counter equal to 0 at a certain moment, then all of them can trigger random access at the same time, and this collision can be further addressed by other methods, e.g., during the random access-like procedure.
4) The reader can send another command to notify the devices to decrease the slot counter. Each time a device receives this command, its slot counter is reduced by 1. By this way, for each time, only part of the devices have chance to access to reader.
5) Furthermore, if the reader detects some collision in which multiple devices are responding at the same time, it can broadcast a new Q value, and upon receiving this new Q value, all devices will regenerate the random slot number for the slot counter. Usually, in this case, a larger Q value will be provided so that the device can generate a random slot number in a larger value range. On the contrary, it’s also possible that at some point the reader doesn't receive any response from the device. That means some time slots are unnecessary idle, the reader can also provide a new Q value, e.g., with a smaller value, to trigger the devices regenerate random slot number for slot counter that are more tightly distributed.
Per our understanding, in such Q-algorithm, the device does not need to be aware of the exact time position but only needs to decrease a counter according the indication from reader. When the counter is reduced to 0, no matter what the current time it is, it can trigger access. This way is very suitable for such device as AIoT that cannot have time synchronization with the reader.

From RAN2 perspective, the possible impacts on signaling procedure may be that, if kind of anti-collision scheme similar as Q-algorithm in RFID is applied, besides device ID and mask information (e.g., to indicate a group with 100 devices), the initial trigger message also needs to provide an initial Q value.
Moreover, the reader further needs to send some subsequent DL messages to reduce the slot counter in device side or even adjust the Q value. Different from the initial trigger message, subsequent DL messages have no need to provide device ID information. So these subsequent DL messages still can be seen within the current paging-like inventory procedure. The end of current paging-like inventory procedure is generally when all devices in the group are successfully inventoried (or the maximum time duration for inventory is reached). 
The above mentioned signaling and required information can be found in the Figure 1 in section 2.8.
Proposal 7a: It can be considered to apply kind of anti-collision scheme similar as Q-algorithm in RFID for AIoT.
Proposal 7b: if kind of anti-collision scheme similar as Q-algorithm in RFID is applied, besides the device ID and mask information, the initial trigger message also needs to provide an initial Q value.
Proposal 7c: if kind of anti-collision scheme similar as Q-algorithm in RFID is applied, after the initial trigger message, the reader also needs to send some subsequent DL messages, e.g., to reduce the slot counter in device side or even adjust the Q value.
2.6 More appropriate inventory area for the devices
Considering the flower Auction scenario mentioned above, there may be totally about 2,2Million devices in the auction ground of 1.7km2. Then 5~6 macro base stations may need to be deployed in the area and there may be about 300,000 ~ 500,000 devices within the coverage area of a base station. Obviously, if to inventory all the devices in the entire auction ground in one time, it will mean a very large inventory load. 
So a straightforward way is that, even for upper layer-triggered inventory service, each inventory can only be performed on the devices within a certain area, e.g., an area naming inventory area. This inventory area may be similar as the tracking area in legacy paging scheme, but the difference is that, as RAN2 has agreed, no tracking/RAN area update procedure will be supported by the devices, then it may be more possible to rely on network node to setup and maintain such inventory area. 
For topology 1, since AIoT device communicates with BS-reader directly, it can be assumed that an AIoT inventory area in TP1 may include at least one BS-reader. And the association between a certain device with the BS-reader can be set up by network node, e.g., BS-reader or CN node. 
For topology 2, AIoT device communicates with intermediate node (e.g. NR UE), and the intermediate node will further communicates with base station. Therefore, it can be assumed that an AIoT inventory area in TP2 may include at least one UE-readers. And the UE should associate with a paging area, which should also be known by the base station. And the association between a certain device with the UE-reader and further with BS can also be set up by network node, e.g., BS-reader or CN node. 
The above process for setting up association between a certain device with the reader (and may further with the BS) can be done during inventory procedure.
Proposal 8a: A concept of inventory area can be introduced with intention that each inventory can only be performed for the devices within a certain inventory area. 
Proposal 8b: It can be assumed that an AIoT inventory area for Topology 1 may include one or more BS-readers. The association between a certain device with the BS-reader can be set up by network node, e.g., BS-reader or CN node.
Proposal 8c: It can be assumed that an AIoT inventory area for Topology 2 may include one or more UE-readers. And each UE should associate with a paging area, which should also be known by the base station. The association between a certain device with the UE-reader and further with BS can also be set up by network node, e.g., BS-reader or CN node.
Proposal 8d: The setting up association between a certain device with the reader (and may further with the BS) can be done during inventory procedure.
Furthermore, it needs to discuss whether the device is capable to record the AIoT inventory area information, e.g., the BS-reader or UE-reader where it was successfully inventoried in last time. If yes, the device can only response the inventory from the BS-reader or UE-reader in the AIoT inventory area. This would be very helpful for reducing the unnecessary response for air interface inventory in device side. 
In this way, the reader identifier may need to be provided in the initial trigger message of the paging-like inventory procedure.
Proposal 8e: RAN2 can further discuss whether the device is capable to record the AIoT inventory area information, e.g., the BS-reader or UE-reader where it was successfully inventoried in last time. If yes, the reader identifier may need to be provided in the initial trigger message of the paging-like inventory procedure.
If the above proposals can be acceptable, RAN2 can further discuss the more complicated scenario, e.g., whether it’s possible that an AIoT inventory area may include more than one readers. 
2.7 Contents in the DL messages for paging-like procedure
Based on all the above discussion, RAN2 can consider the following types of DL messages and the possible contents for a paging-like inventory procedure in air interface.
Please note, there is kind of general assumption that some resources information for random access may be also needed in the initial trigger message but without further discussion, as this mainly rely on the output from RA discussion.
Proposal 9a: RAN2 can consider to include the following information in the initial trigger message for a paging-like inventory procedure in air interface:
· Cast type (FFS in L1 control information or in MAC layer)
· Device ID information 
· Filter/mask (to achieve a group of devices with number = 1, all or certain value)
· A initial Q value for Q-algorithm-like scheme which is a general time-domain anti-collision scheme in RFID
· The reader identifier 
· TDM/FDM/CDM resources for random access (FFS and rely on output of discussion for RA aspect)
Proposal 9b: RAN2 can consider to include the following information in the subsequent DL messages for a paging-like inventory procedure:
· Cast type
· Indication for reducing the slot counter for Q-algorithm-like scheme
· The updated Q value for Q-algorithm-like scheme
2.8 General steps for paging-like procedure 
Based on the above discussion, a figure for general steps for a basic paging-like inventory procedure can be as below which can be further discussed in RAN2.
Proposal 10: It’s suggested RAN2 to discuss the following figure for general steps for a basic paging-like inventory procedure in air interface.


Figure 1: Paging-like inventory procedure in air interface (Initial trigger+RA-like+(Optional DL Msg)+device ID report)
3. Conclusion
[bookmark: _Toc18403976][bookmark: _Toc18413612][bookmark: _Toc18404543]According to above discussion for paging-like inventory procedure in air interface, the following proposals are given:
#1: Service procedures:
Observation 1: Even for a device that may have been previously inventoried, if service data (e.g., read or write command) needs to be sent to it, it is necessary to firstly (re)perform an inventory on this device to detect its presence. This can be helpful to avoid unnecessary signaling overhead by sending data to non-existent device(s). Moreover, by performing an inventory firstly, the device can enter a status of “has been inventoried” and be possible to accumulate a certain amount of energy which would facilitate the device to be better prepared for receiving kind of large service data.
Proposal 1: From RAN2 perspective, in the air interface from reader to device, it’s beneficial to always perform a paging-like inventory procedure preceding the transmission of command data.
Proposal 2: From RAN2 perspective, a paging-like procedure would be needed to implement an air interface inventory for a group of devices which can be triggered by service request from AF/CN or triggered by BS-reader itself.
#2: Monitoring initial trigger message in paging-like procedure 
Proposal 3: Whether the initial trigger message in the paging-like procedure can be called Paging or AIoT Paging can be decided later when study on the detailed procedure has progressed further.

Observation 2: To let AIoT device continuously monitor the DL trigger message can eliminate the need for time synchronization between the device and reader and has the potential benefit of harvesting power energy from DL radio signal.
Proposal 4a: From RAN2 perspective, it is more suitable for AIoT device to continuously monitor the DL trigger message in the paging-like procedure.

Observation 3: According to the RAN1 agreements till now, a simple design for downlink and uplink physical channel/signal has begun to take shape, e.g., for DL, only PRDCH channel is design which can carry the R2D (reader to device) link for R2D data and/or control information transmission. There seems no differentiation between common search space/ broadcast channel and UE-specific search space/unicast channel as legacy.
Proposal 4b: RAN2 assume a cast type, e.g., unicast or broadcast needs to be introduced for DL transmission on PRDCH channel to help a device to distinguish whether a DL message over R2D transmission is for multiple devices or just one certain device.
Proposal 4c: The status of “has not been inventoried” and/or “has been inventoried” may need to be introduced for the device. The device with different status can monitor DL messages over R2D transmission with different cast type.
#3: Consideration on Device ID
Proposal 5: RAN2 is suggested to have brief discussion on AIoT device ID, e.g., permanent ID vs temporary ID, and give some general considerations or preferences from RAN2 perspective.
#4: Filter/mask scheme for grouping devices for air interface inventory
Observation 4a: In some use case, filter/mask criteria from upper layer may be provided along with device ID information in the service request from AF/CN with intention to filter only part of the AIoT devices to be inventoried, or in other word, to facilitate group-based inventory.
Observation 4b: Even kind of upper layer filter/mask scheme may be supported to facilitate group-based inventory, it’s still possible for BS-reader to receive an inventory request for a “big” group of AIoT devices which will further cause heavy load for “paging” and heavy collision for the following RA-like procedure at the air interface.
Observation 5a: The inventory request from upper layer for AIoT, even for a single business, may reach the scale of hundreds of thousands of devices for one time inventory. There may also be stringent time restriction for the entire inventory operation.
Observation 5b: Even for an upper layer inventory for a device group that are not so large, if no any anti-collision scheme is used, heavy collision during the access procedure may still occur.
[bookmark: _GoBack]Proposal 6: The filter/mask mechanism in the air interface is also needed with intention to reasonably split the inventory of a large group of devices from the upper layer into several air interface inventories for a smaller group.
#5: Q-algorithm for air interface inventory
Proposal 7a: It can be considered to apply kind of anti-collision scheme similar as Q-algorithm in RFID for AIoT.
Proposal 7b: if kind of anti-collision scheme similar as Q-algorithm in RFID is applied, besides the device ID and mask information, the initial trigger message also needs to provide an initial Q value.
Proposal 7c: if kind of anti-collision scheme similar as Q-algorithm in RFID is applied, after the initial trigger message, the reader also needs to send some subsequent DL messages, e.g., to reduce the slot counter in device side or even adjust the Q value.
#6: More appropriate inventory area for the devices 
Proposal 8a: A concept of inventory area can be introduced with intention that each inventory can only be performed for the devices within a certain inventory area. 
Proposal 8b: It can be assumed that an AIoT inventory area for Topology 1 may include one or more BS-readers. The association between a certain device with the BS-reader can be set up by network node, e.g., BS-reader or CN node.
Proposal 8c: It can be assumed that an AIoT inventory area for Topology 2 may include one or more UE-readers. And each UE should associate with a paging area, which should also be known by the base station. The association between a certain device with the UE-reader and further with BS can also be set up by network node, e.g., BS-reader or CN node.
Proposal 8d: The setting up association between a certain device with the reader (and may further with the BS) can be done during inventory procedure.
Proposal 8e: RAN2 can further discuss whether the device is capable to record the AIoT inventory area information, e.g., the BS-reader or UE-reader where it was successfully inventoried in last time. If yes, the reader identifier may need to be provided in the initial trigger message of the paging-like inventory procedure.
#7: Contents in the DL messages for paging-like procedure 
Proposal 9a: RAN2 can consider to include the following information in the initial trigger message for a paging-like inventory procedure in air interface:
· Cast type (FFS in L1 control information or in MAC layer)
· Device ID information 
· Filter/mask (to achieve a group of devices with number = 1, all or certain value)
· A initial Q value for Q-algorithm-like scheme which is a general time-domain anti-collision scheme in RFID
· The reader identifier 
· TDM/FDM/CDM resources for random access (FFS and rely on output of discussion for RA aspect)
Proposal 9b: RAN2 can consider to include the following information in the subsequent DL messages for a paging-like inventory procedure:
· Cast type
· Indication for reducing the slot counter for Q-algorithm-like scheme
· The updated Q value for Q-algorithm-like scheme
#8: General steps for paging-like procedure 
Proposal 10: It’s suggested RAN2 to discuss the following figure for general steps for a basic paging-like inventory procedure in air interface.


Figure 1: Paging-like inventory procedure in air interface (Initial trigger+RA-like+(Optional DL Msg)+device ID report)
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5. Annex
As background, the RFID tag generally contains a chip and the chip stores a unique identification number or more complex information which may also reflect the data of the item to which the tag is attached. According to the study in [2, TR 22.840], the identifier for the existing RFID tags is Electronic Product Code (EPC) whose lengths is generally 96 bits. Furthermore, in [4, TR 23.700-13], some detailed information for EPC has been given in the Annex.
	[bookmark: _Toc164944703]TR 23.700-13 v0.3.0 Annex A:
Overview of the Electronic Product Code
The EPC Tag Data Standard [10], issued and maintained by the GS1 organisation [11], defines the Electronic Product Code as follows:
	The EPC is a universal identifier that provides a unique identity for any physical object. The EPC is designed to be unique across all physical objects in the world, over all time, and across all categories of physical objects. It is expressly intended for use by business applications that need to track all categories of physical objects, whatever they may be.
In line with this definition, it is important to emphasize that the EPC Tag Data Standard [10] defines EPC as a means for unique identification of physical objects independently of any technology for storing and transmitting such EPC information. In other words, EPCs can be used independently of existing RFID tags.
Despite the word "product" that is an integral part of the term Electronic Product Code, EPCs are not only used for instance for retail items. Instead, the EPC Tag Data Standard [10] defined identification schemes for various business domains to enable identification of:
-	individual trade items based on the Serialised Global Trade Item Number (SGTIN) EPC scheme;
-	logistics handling units (e.g. a pallet load) based on the Serial Shipping Container Code (SSCC) EPC scheme;
-	returnable assets such as boxes, pallets and casks based on the Global Returnable Asset Identifier (GRAI);
-	aircraft parts based on the Aerospace and Defence Identifier (ADI) EPC scheme;
-	patients and the services provided to them based on the Global Service Relation Number (GSRN) EPC scheme (see also [12] for more information on the use of EPC in the healthcare supply chain);
-	etc.
The reason that EPCs are unique despite being used by independently operating organizations in many different domains is the typical structure of the underlying EPC schemes, which typically include an organizational identifier.
For example, as illustrated in Table A-1, the Serial Shipping Container Code (SSCC) as defined in clause 6.3.2 of the EPC Tag Data Standard [10], consists of a GS1 Company Prefix and a Serial Reference. The GS1 Company Prefix number space is managed by the GS1 organization, which assigns GS1 Company Prefix numbers to individual organizations. The serial reference is then assigned by the organization itself. Together this yields a unique EPC.
Table A-1: Serial Shipping Container Code EPC scheme
	GS1 Company Prefix
	Serial Reference


The EPC Tag Data Standard [10] follows the same approach also for other EPC schemes, e.g. the Serialised Global Trade Item Number (SGTIN), which is used for individual trade items such as an instance of a specific product (e.g. an individual TV). As depicted in Table A-2, the SGTIN also contains a unique GS1 Company Prefix. In addition, the SGTN contains the Item Reference (to differentiate different object classes) and a Serial number, which are assigned by the organization identified by the company prefix.
Table A-2: Serialised Global Trade Item Number (SGTIN) EPC scheme
	GS1 Company Prefix
	Item Reference
	Serial Reference


In clause 14, the EPC Tag Data Standard [10] also defines a binary encoding of the EPC schemes, i.e. the standard also defines how EPCs are serialized as a string of bits, e.g. for storage on tags.
As shown in Table A-3, the key idea is that a binary representation of an EPC starts with a header value that indicates the EPC scheme followed by the bitwise representation of a particular encoding scheme. For instance, SSCC-96 defines how the GS1 Company Prefix and the Serial Reference of the Serial Shipping Container Code are represented as a string of bits. The typical size of EPCs, e.g. for the Serialised Global Trade Item Number using the SGTIN-96 coding scheme is 96 bits (including the Header value).
Table A-3: The EPC binary representation consists of the header value that identifies the EPC scheme and coding scheme specific bits, e.g. SSCC-96 for the Serial Shipping Container Code as defined in [10]. (Note: This table shows a subset only)
	EPC scheme
	Header value
	Coding scheme specific bits

	Serial Shipping Container Code (SSCC)
	0011 0001
	SSCC-96 as defined in clause 14.6.2.1 of [10]

	Serialised Global Trade Item Number (SGTIN)
	0011 0000
	SGTIN-96 as defined in clause 14.6.1.1 of [10]
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