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Introduction

In the previous RAN2 meeting, the following agreements were achieved for keystream reuse issue at LTM fast recovery [1]. However, Count continuation causes PDCP SN gap, and it is unclear how to handle the gap. This paper discusses the issues and solutions.
＜RAN2#125: Agreement＞
· Continue Count for SRB at LTM recovery (If issues are found for non-LTM-failure cases can revisit), Stage-3 impact offline in CR discussion.
Discussion

2.1 Issue of PDCP SN gap
In the RAN2#124 meeting, it was pointed out that the security key reuse issue at LTM fast recovery [2]. The outline of this issue is following.
· UE receives a cell switch command to Cell A (candidate cell). Then, UE tries to transmit RRCReconfigurationComplete to Cell A by SRB1, and count value ‘N’ is used.

· If LTM cell switch failure occurs and T304 expires, UE reverts back to the source configuration including count value.

· If the attemptLTM-switch is configured, UE tries to perform LTM fast recovery. If Cell B (candidate cell) is selected, UE transmit RRCReconfigurationComplete to Cell B by SRB1, and count value ‘N’ is used again. This is the security key reuse issue.
To solve this issue, in the RAN2#125 meeting, RAN2 agreed that count continuation for SRB at LTM fast recovery. This can avoid the security key reuse at LTM fast recovery. However, count continuation causes PDCP SN gap.
Observation 1: PDCP count continuation can avoid the security key reuse at LTM fast recovery, however this causes PDCP SN gap.
When a PDCP SN gap occurs, NW waits for the missing PDU until t-Reordering is expired. Therefore, this behaviour causes the delay. If t-Reordering is set as short value, this delay can be shorter. However, for SRB, it is difficult to set the t-Reordering as short value constantly for the following reasons;
・”Signalling completion rates” is an important KPI for C-plane.

・Too short value of t-reordering impairs the feature of RLC retransmission.
Therefore, NW should avoid the delay due to waiting for t-Reordering expiry without t-Reordering is set as short value constantly.

Observation 2: NW should avoid the delay due to waiting for t-Reordering expiry without t-reordering is set as short value constantly.
However, currently, there is no clarification how to avoid the delay due to waiting for t-Reordering expiry. Therefore, RAN2 should discuss how to avoid the delay. If this issue can be solved NW implementation, RAN2 should capture on stage-3 specification about existence of PDCP SN gap at LTM fast recovery.
Proposal 1: RAN2 should discuss how to avoid the delay due to waiting for t-Reordering expiry.

Proposal 2: If this issue can be solved NW implementation, RAN2 should capture “Network shall ensure immediate t-reordering timer expiration by implementation to avoid PDCP SN gap issue which cause long interruption time during LTM fast recovery.” in TS 38.331.
2.2 Solution for PDCP SN gap
If it is impossible to avoid the delay due to waiting for t-Reordering expiry by NW implementation, RAN2 should introduce the new solution to solve this issue. We propose 2 options;
・Option1: introduce new PDCP header to indicate for NW to terminate reordering process
・Option2: introduce new control PDU to indicate for NW to terminate reordering process
Proposal 3: If it is impossible to avoid the delay due to waiting for t-reordering expiry by NW implementation, RAN2 should discuss to introduce either below 2 options;
・Option1: introduce new PDCP header to indicate for NW to terminate reordering process
・Option2: introduce new control PDU to indicate for NW to terminate reordering process
Option1 is introducing new PDCP header to indicate for NW to terminate reordering process. Option2 is introducing new PDCP control PDU to indicate for NW to terminate reordering process. When NW received this PDCP header or PDCP control PDU, t-Reordering is stopped and reset. Then, the delay due to waiting for t-Reordering expiry is solved.
Proposal 4: If Option1 is introduced, RAN2 to adapt for the draft TP in Annex1.
Proposal 5: If Option2 is introduced, RAN2 to adapt for the draft TP in Annex2.
Conclusion 

Based on the discussion in the previous sections, we made the following observations and proposals:
Observation 1: PDCP count continuation can avoid the security key reuse at LTM fast recovery, however this causes PDCP SN gap.
Observation 2: NW should avoid the delay due to waiting for t-Reordering expiry without t-reordering is set as short value constantly.
Proposal 1: RAN2 should discuss how to avoid the delay due to waiting for t-Reordering expiry.

Proposal 2: If this issue can be solved NW implementation, RAN2 should capture “Network shall ensure immediate t-reordering timer expiration by implementation to avoid PDCP SN gap issue which cause long interruption time during LTM fast recovery.” in TS 38.331.
Proposal 3: If it is impossible to avoid the delay due to waiting for t-reordering expiry by NW implementation, RAN2 should discuss to introduce below 2 options;

・Option1: introduce new PDCP header to indicate t-reordering expiry

・Option2: introduce new control PDU to indicate t-reordering expiry

Proposal 4: If Option1 is introduced, RAN2 to adapt for the draft TP in Annex1.

Proposal 5: If Option2 is introduced, RAN2 to adapt for the draft TP in Annex2.
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Annex A1　 Text Proposal to TS 38.323 (PDCP header based indication)
----------------------skip unchanged part-------------------------
5.2.2.1
Actions when a PDCP Data PDU is received from lower layers

In this clause, following definitions are used:

-
HFN(State Variable): the HFN part (i.e. the number of most significant bits equal to HFN length) of the State Variable;

-
SN(State Variable): the SN part (i.e. the number of least significant bits equal to PDCP SN length) of the State Variable;

-
RCVD_SN: the PDCP SN of the received PDCP Data PDU, included in the PDU header;

-
RCVD_HFN: the HFN of the received PDCP Data PDU, calculated by the receiving PDCP entity;

-
RCVD_COUNT: the COUNT of the received PDCP Data PDU = [RCVD_HFN, RCVD_SN].
At reception of a PDCP Data PDU from lower layers, the receiving PDCP entity shall determine the COUNT value of the received PDCP Data PDU, i.e. RCVD_COUNT, as follows:
-
if RCVD_SN < SN(RX_DELIV) – Window_Size:
-
RCVD_HFN = HFN(RX_DELIV) + 1.

-
else if RCVD_SN >= SN(RX_DELIV) + Window_Size:

-
RCVD_HFN = HFN(RX_DELIV) – 1.

-
else:

-
RCVD_HFN = HFN(RX_DELIV);
-
RCVD_COUNT = [RCVD_HFN, RCVD_SN].

After determining the COUNT value of the received PDCP Data PDU = RCVD_COUNT, the receiving PDCP entity shall:

-
perform deciphering and integrity verification of the PDCP Data PDU using COUNT = RCVD_COUNT;

-
if integrity verification fails:

-
indicate the integrity verification failure to upper layer;

-
discard the PDCP Data PDU and consider it as not received;

-
if RCVD_COUNT < RX_DELIV; or

-
if the PDCP Data PDU with COUNT = RCVD_COUNT has been received before:

-
discard the PDCP Data PDU;

If the received PDCP Data PDU with COUNT value = RCVD_COUNT is not discarded above, the receiving PDCP entity shall:
-
store the resulting PDCP SDU in the reception buffer;

-
if RCVD_COUNT >= RX_NEXT:

-
update RX_NEXT to RCVD_COUNT + 1.

-
if outOfOrderDelivery is configured:

-
deliver the resulting PDCP SDU to upper layers after performing header decompression using EHC.
-
if RCVD_COUNT = RX_DELIV:

-
deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before;

-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from COUNT = RX_DELIV;

-
update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value > RX_DELIV;

-
if t-Reordering is running, and if RX_DELIV >= RX_REORD:

-
stop and reset t-Reordering.
-
if t-Reordering is running, and received data PDU includes T, and T is set to 1:

-
stop and reset t-Reordering.
-
RX_REORD = RX_NEXT
-
deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before:

-
all stored PDCP SDU(s) with associated COUNT value(s) < RX_REORD;
-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from RX_REORD;

-
update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value >= RX_REORD;
-
if t-Reordering is not running (includes the case when t-Reordering is stopped due to actions above), and RX_DELIV < RX_NEXT:

-
update RX_REORD to RX_NEXT;

-
start t-Reordering.

----------------------skip unchanged part-------------------------
6.2.2.1
Data PDU for SRBs

Figure 6.2.2.1-1 shows the format of the PDCP Data PDU with 12 bits PDCP SN. This format is applicable for SRBs.




Figure 6.2.2.1-1: PDCP Data PDU format for SRBs

6.3.x
T
Length: 1 bit

This field indicates whether the reordering should be avoided or not.

Table 6.3.x-1: T field

	Bit
	Description

	0
	No change anything

	1
	Avoid reordering functionality before corresponding SN


Annex A2　 Text Proposal to TS 38.323 (PDCP control PDU based indication)
----------------------skip unchanged part-------------------------

5.2.2.x
Actions when the control PDU for reordering termination indication is received
When the control PDU for reordering termination indication is received while the t-Reordering is running, the receiving PDCP entity shall:

-
stop and reset t-Reordering.
-
RX_REORD = RX_NEXT

-
deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before:

-
all stored PDCP SDU(s) with associated COUNT value(s) < RX_REORD;
-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from RX_REORD;

-
update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value >= RX_REORD;
----------------------skip unchanged part-------------------------
6.1.2
Control PDU

The PDCP Control PDU is used to convey one of followings in addition to the PDU header:

-
a PDCP status report;

-
an interspersed ROHC feedback;

-
an EHC feedback;

-
a UDC feedback;
-
a reordering termination indication.
----------------------skip unchanged part-------------------------
6.2.3.x
Control PDU for reordering termination indication
Figure 6.2.3.x-1 shows the format of the PDCP Control PDU indicating to terminate reordering.
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Figure 6.2.3.x-1: PDCP Control PDU format for reordering termination indication
----------------------skip unchanged part-------------------------
6.3.x
T
Length: 1 bit

This field indicates whether the reordering should be terminated or not.

Table 6.3.x-1: T field

	Bit
	Description

	0
	No change anything

	1
	Terminate reordering


----------------------skip unchanged part-------------------------
6.3.8
PDU type

Length: 3 bits

This field indicates the type of control information included in the corresponding PDCP Control PDU.

Table 6.3.8-1: PDU type

	Bit
	Description

	000
	PDCP status report

	001
	Interspersed ROHC feedback

	010
	EHC feedback

	011
	UDC feedback

	100
	Indication to stop and reset t-reordering

	101-111
	Reserved
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