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1. Introduction
SA has sent two LSs to RAN2, asking for some feedback for the specific issues for XR. Many aspects were involved, including inter-PDU set dependency, network exposure, FEC and so on. In this contribution, we will analyse the questions and propose for proper replies from the technical perspective.
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2.1 Discussion on S2-2405625
2.1.1 Inter-PDU set dependency
The first question in S2-2405625 [1] is about the dependency relationship among PDU sets. The question is excerpted below.
	· [bookmark: _Hlk164248013]Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?


Actually, inter-PDU set dependency has already been considered in R18, but no enhancement was finally adopted due to the lack of further study. There was no definition for inter-PDU set dependency in SA2 or SA4. Also, it was not clear whether PDU set discarding based on inter-PDU set dependency is acceptable to the APP. 
Generally, the PDU set correlation information can be helpful from RAN perspective. For example, if it is confirmed that the dependent PDU sets (e.g. P frames) can be discarded when the corresponding independent PDU set (e.g. I frame) is lost, the network can save much resource by not transmitting the dependent PDU sets. However, this should be confirmed by SA4 first. 
Moreover, it should be noticed that whether the enhancements based on inter-PDU set dependency could be implemented needs to be further considered. Considering the implementation complexity, it is not expected to have too complex relationship for inter-PDU set dependency because it would be difficult for RAN to understand and remember the relationship. 

Based on the above discussion, we propose RAN2 to explain the situation to SA2, i.e., the PDU set correlation information can be useful to improve the capacity or experience, but the dependency relationship should not be too complex, otherwise it would be difficult for RAN to utilize.
Proposal 1: RAN2 to reply to SA2 that there is some improvement if RAN can be provided with the inter-PDU set correlation information. But there are also concerns on the complexity of PDU set discard based on inter-PDU set dependency.
2.1.2 Available data rate exposure
Question3 asks for feedback for available data rate exposure:
	· Question3 [for RAN2 and RAN3]: SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows. 


For GBR QoS flows, NG-RAN should be able to provide the available data rate. Usually, GBR QoS flows are provided with the required flow bit rate. To guarantee the QoS requirements, NG-RAN may reserve some resource so that the required bit rate can be met. With the reservation, the available bit rate is somehow deterministic.
There are already some similar mechanisms supported for GBR QoS flows, such as Alternative QoS and recommended bit rate. For Alternative QoS, NG-RAN can provide the feedback to CN on whether the required GFBR can be guaranteed or not, and which alternative one can be fulfilled. This implies that the NG-RAN shall evaluate the available bit rate for the QoS flow first. Also, during the recommended bit rate procedure, the NG-RAN node may indicate the recommended bit rate, which can be regarded as the available bit rate, for the UE for a specific LCH.
For non-GBR QoS flows, things may be a bit different. There is no required bit rate for non-GBR QoS flows, and NG-RAN would not reserve resource for non-GBR QoS flows, which means it may be difficult to predict the data rate in advance. However, from the implementation perspective, we still think it is possible since the NG-RAN node can consider the available resource, the traffic characteristics and the fairness among UEs to evaluate the possible data rate for the QoS flows. Although the result may be inaccurate, it can still be provided to the CN as a reference. RAN2 can explain this to SA2 so that SA2 can further consider whether the information is needed.
Proposal 2: RAN2 to reply to SA2 that it is feasible for the NG-RAN to provide available data rate for the GBR and non-GBR QoS flows. But for non-GBR QoS flows, the information may be less accurate and stable.
2.1.3 Dynamic burst size
In question4, SA2 asks RAN2 whether it is useful if RAN can be provided with burst size of the incoming data burst. 
	· Question4 [for SA4 and RAN2]: In Sol#30, the PSA UPF may identify the size of incoming burst based on N6 protocol, and send it to NG-RAN  to assist RAN scheduling.
· Does SA4 see is it possible that the application server provides the burst size in the first packet of the burst via N6? 
· Does RAN2 think the burst size is useful for RAN resource scheduling?


 According to the Sol#30 in TR 23.700-70, the dynamic burst size can be provided via the GTP-U header before the data burst ends, which means NG-RAN can be aware of the to-be-transmitted data before receiving them. 
This could be helpful for RAN resource management. When the NG-RAN node knows how much data there are to be transmitted, the NG-RAN node can reserve the proper resource in advance, so that the data burst can be transmitted in time, which may improve the user experience. Besides, the NG-RAN node can also consider to adjust the scheduling strategy based on the transmission status of the data burst. For example, if the NG-RAN node is aware of the whole burst size, it can prioritize to transmit the burst for which there is less remaining data, so that the burst spread delay is small.
Actually, in R18, the provision of PDU set size was already supported. However, there may be some data streams which do not consist of PDU sets. The data burst size is more general and can be widely used for varieties of traffic.
Proposal 3: RAN2 to reply to SA2 that the burst size is useful for RAN resource scheduling.
2.1.4 PDU set QoS performance exposure
Another question is related to PDU set QoS performance monitoring. The question is excerpted.
	· Question6 [for RAN2 and RAN3]: In the attached S2-2405372, it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.


First of all, it is not clear why to expose the actual PDU set QoS performance to the APP. As long as the service is accepted with the corresponding QoS requirements, the service quality is promised by the network. Besides  the delay and loss happened within the 3GPP network, the end-to-end performance is also impacted by the other transmission hops such as the IP network. What can be performed by the APP upon receiving the PDU set QoS measurement from NG-RAN is unclear.
Observation 1: It is not well justified why PDU set QoS performance exposure to APP is beneficial.
Moreover, although it is supported to measure and expose packet delay currently, the mechanism cannot be reused for PDU set delay measurement. The packet delay comprises several parts, such as the delay in over-the-air interface, the delay in RLC layer and the delay PDCP layer, as specified in TS 38.314 [3]. For each part, the delay is measured using an average method. For example, for DL average delay over the air interface, the measurement is obtained by the following methods excepted from TS 28.552 [4].
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a)	This measurement provides the average (arithmetic mean) time it takes for packet transmission over the air-interface in the downlink direction. The measurement is calculated per PLMN ID and per QoS level (mapped 5QI or QCI in NR option 3) and per supported S-NSSAI.
b)	DER (n=1)
c)	This measurement is obtained as: sum of (point in time when the last part of an RLC SDU packet was  sent to the UE which was consequently confirmed by reception of HARQ  ACK from UE for UM mode or point in time when the last part of an RLC SDU packet was sent to the UE which was consequently confirmed by reception of RLC ACK for AM mode, minus time when corresponding RLC SDU part arriving at MAC layer) divided by total number of RLC SDUs transmitted to UE successfully.  The measurement is performed per PLMN ID and per QoS level (mapped 5QI or QCI in NR option 3) and per supported S-NSSAI.


It can be seen that the delay is averaged among multiple packets. However, the definition of PDU set delay is the time period from when the first PDU is sent until the last PDU is received. To measure the PDU set delay, the network needs to mark the first and the last PDU of the PDU set, and some special operations shall be specified to obtain the time period. The existing measurement mechanism is insufficient.
As for the loss rate measurement and exposure, there was even no such definition for packet loss rate. If it is required to measure and expose PDU set loss rate, there will be quite some workload for such definition.
Observation 2: The current mechanism for delay measurement cannot be reused for PDU set QoS measurement.
Another obstacle is that the PDU set information is not visible to the NG-RAN node for UL. As agreed in R18, there is no in-band marking over the air interface for XR, so that the NG-RAN node is not aware of the PDU set boundaries for UL data. Without the visibility, it is impossible for the NG-RAN node to measure the PDU set delay or loss. Some UE enhancements may be needed to support such measurement, which is complex from RAN perspective.
Observation 3: PDU set QoS measurement cannot be performed in the uplink.
Upon the above analysis, we think it is not expected to support PDU set QoS performance measurement and exposure at NG-RAN. It will cause much specification impacts while the benefit is not clear yet. 
Proposal 4: RAN2 to reply to SA2 that 
· RAN2 would ask SA2 to further confirm on the benefits of PDU set QoS performance exposure to APP
· RAN2 expresses the concern that (a) current RAN2 mechanism cannot be reused for PDU set QoS performance exposure to APP; (b) it is not possible to expose PDU set QoS performance in the UL data transmission Such mechanism is very complex and would require long and complex discussion in RAN2.
2.2 Discussion on S2-2405604
Several questions related to the application layer FEC were asked in S2-2405604 [5]. 
	· Can NG-RAN determine whether a PDU was successfully delivered over an unacknowledged mode data bearer? If so, does NG-RAN get this information sufficiently early to decide whether or not to drop subsequent AL-FEC packets?


The above question wonders whether NG-RAN can determine the successful or failed delivery of a PDU for UM bearers. Upon the determination of successful delivery of enough PDUs, NG-RAN/UE can discard the subsequent FEC packets to save the resource. We think the discussion should be carried out in the UL and DL separately.
First, for the DL transmission, this is feasible for the gNB to determine whether a PDU is sent successfully in UM. The NG-RAN node can know whether the PDU is successfully transmitted according to HARQ feedback. This can be left to the NW implementation and there is no specification impact. However, there is a low probability that the HARQ feedback is wrongly detected at the gNB, which would make the gNB wrongly determine the transmission status of the PDU. 
The information can be obtained within several times of HARQ RTT time. If the PDU is successfully delivered upon the initial transmission, it can be acknowledged after the HARQ time, which usually takes several milliseconds. Otherwise, if the PDU is not successfully transmitted to the UE, the gNB can only detect the failure after all the HARQ retransmissions are finished, which may take tens of milliseconds.
It is not sure whether the information is early enough to decide the discarding for the subsequent PDUs. Considering the PSDB, the subsequent FEC PDUs within the same PDU set may be transmitted before the gNB determines whether the former PDU is delivered successfully or not, especially when there are HARQ retransmissions for the former PDU. In this case, there is no opportunity to discard the subsequent PDUs.
Based on the above discussion, we think RAN2 should provide the detailed analysis to SA2 for further consideration.
Proposal 5: RAN2 to reply to SA2 that, for DL PDU transmission, NG-RAN can determine whether a PDU was successfully delivered over an UM DRB. The NG-RAN can get this information within multiple RTTs depending on the network implementation

While for UL, it is not feasible for the NG-RAN node to know the transmission status of a PDU for UM bearers since the NG-RAN node is the receiving side. There is also no HARQ feedback for UL, which means the UE cannot know the transmission status neither. As a possible implementation, the UE may derive whether a PDU is successfully transmitted by the reception of new UL transmission for both CG and DG. However, such derivation is inaccurate and can be very slow since it is uncertain how long after the transmission the gNB will schedule the new transmission. It is difficult for the UE to utilize the information for discarding the subsequent FEC packets.
Proposal 6: RAN2 to reply to SA2 that, for UL PDU transmission, NG-RAN cannot determine whether a PDU was successfully delivered over an UM DRB.
The next question is about how the FEC redundancy information is provided to RAN:
	· Provide feedback on the impact on NG-RAN to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow?


According to the question, it is possible that the redundancy ratio is dynamic per PDU set, and it may be provided to NG-RAN dynamically, e.g., via the GTP-U header. In our opinion, there is no big difference on whether the ratio is provided semi-statically or dynamically since the FEC based handling is anyway performed separately for each PDU set. No matter whether the ratios for different PDU sets are the same or not, the basic solution should be the same.
Proposal 7: RAN2 to reply to SA2 that NG-RAN is OK to support dynamic redundancy ratios per PDU set.
3. Conclusion
In this contribution, we analyzed the question asked by SA2 in the incoming LSs. The following proposals were made:
Discussion on S2-2405625:
Proposal 1: RAN2 to reply to SA2 that there is some improvement if RAN can be provided with the inter-PDU set correlation information. But there are also concerns on the complexity of PDU set discard based on inter-PDU set dependency.
Proposal 2: RAN2 to reply to SA2 that it is feasible for the NG-RAN to provide available data rate for the GBR and non-GBR QoS flows. But for non-GBR QoS flows, the information may be less accurate and stable.
Proposal 3: RAN2 to reply to SA2 that the burst size is useful for RAN resource scheduling.
Proposal 4: RAN2 to reply to SA2 that 
· RAN2 would ask SA2 to further confirm on the benefits of PDU set QoS performance exposure to APP
· RAN2 expresses the concern that (a) current RAN2 mechanism cannot be reused for PDU set QoS performance exposure to APP; (b) it is not possible to expose PDU set QoS performance in the UL data transmission Such mechanism is very complex and would require long and complex discussion in RAN2.
Discussion on S2-2405604:
Proposal 5: RAN2 to reply to SA2 that, for DL PDU transmission, NG-RAN can determine whether a PDU was successfully delivered over an UM DRB. The NG-RAN can get this information within multiple RTTs depending on the network implementation
Proposal 6: RAN2 to reply to SA2 that, for UL PDU transmission, NG-RAN cannot determine whether a PDU was successfully delivered over an UM DRB.
Proposal 7: RAN2 to reply to SA2 that NG-RAN is OK to support dynamic redundancy ratios per PDU set.
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