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1 Introduction
[bookmark: _Hlk61519723]RAN2#125bis has agreed the following for the control plane and user plane functions for Rel-19 Ambient IOT [1], as shown below:
	RAN2#125bis agreements on Control Plane
· RRC connection management is not supported.  FFS how the resource configuration is provided to the device (if needed based on RAN1 progress)
· RRM L3 measurement reporting is not supported by Ambient IoT devices.
· RAN2 assumes, AIoT devices are not required to support ASN.1 encoding/decoding.
· Periodical System information and MIB are not supported by AIoT devices. This doesn’t preclude any RAN1 defined broadcast signals.  
· RAN2 assumes that RRC layer is not necessary between the reader and the device.   RAN2 will continue to study the functionalities required and later discuss whether we will have: 1) a new AS protocol on top of A-IoT MAC layer; or 2) A-IoT MAC
RAN2#125bis agreements on User Plane
· SDAP is not supported for UP protocol stack.
· PDCP layer is not needed.  FFS how to handle AS security (if needed pending SA3 discussion) and any other really needed functionalities. 
· RLC layer is not needed.   FFS how to handle segmentation (if needed and depending on RAN1 design and upper layer packet size).  RAN2 considers segmentation and reassembly would add complexity, however further discussions are needed. 
· No HARQ and RLC AM
· FFS about the level of visibility required by the reader and what information is necessary for AS layer operations. 
· RAN2 assumes that no per-packet QoS and no per-QoS flow is supported at AS level (for both UL/DL).  FFS how to handle the general QoS requirements from SA2


In this paper, we discuss the remaining function aspects needed to support Ambient IOT communications.
2 Discussion 
2.1 Segmentation and Assembly 
RAN2 has agreed that RLC layer is not needed in A-IoT [1]. But whether segmentation and assembly is to be supported still needs further discussion.
To analyze this issue, we can divide this into DL and UL case respectively. 
DL User Plane Traffic:
For the DL traffic, the data for command use case is basically the A-IoT command(s). Literally speaking, “command”, as suggested by the word itself, implies a much narrower scope than a more general term such as “information”. The transmission of a DL command results a certain action taken by the device, instead of reception of a generic information message. Even for the so-called “write” command, this is surely not for a generic information download but very tiny write-in information (e.g. <=16bit) due to the limited availability and high-cost of “write” in non-volatile memory of A-IoT devices. 
Considering the actions which a low-complexity A-IoT device can potentially take, and the information needed to convey this command, it would be a very safe bet to assume that the DL command content needed for all A-IoT device is always less than 32-bits, which amounts to support 4,294,967,296.different commands or 65536 different commands, if a 16-bit auxiliary information is provided along with the 16-bit command (e.g. in “write” command).. Besides the 32-bit command content itself, another must-have field is the device ID (e.g., in MAC header), which can be assumed to be no more than 128-bit, with UHF RFID design as reference. Then, given some other optional fields which may be needed in upper layer and MAC layer headers, such as message type, reader ID, security related fields, the whole A-IoT MAC PDU is certain to be bounded in 256 bits = 32 octets.  
Moreover, we do not think multiplexing different DL commands in the same MAC transmission is necessary because those R2D transmissions can be simply TDMed or FDMed to avoid the need of segmentation.
Then, even if there is a segmentation schemes is used, every A-IoT data segment still need to contain the 128-bit device ID and some additional segment-related fields to facilitate reassembly, which will probably add the minimum segment size for at least 160 bit. Given this, to justify the need of segmentation support for a DL MAC PDU containing A-IoT application layer command, A-IoT PHY layer need to have a design constraint of TB size right within a narrow range of [~160-bit, 256-bit]. That is very unlikely and can be easily avoided by PHY layer design.  
Note that RAN1 has already assumed (for evaluation) that R2D transmission bandwidth could be 180khz [2]. Even for a single-tone transmission with15Khz bandwidth, the channel capacity is obviously big enough to support a very small TB size of 32 or even 64 bytes with even the very low-order MCS coding scheme.
Also, reassembly in DL RX side puts additional buffering and computation requirements in the A-IoT device, which is a big concern for the device complexity.
so, we think it is very reasonable for RAN2 to assume the segmentation for DL traffic will not occur in A-IoT communication. 
Proposal 1	For R2D traffic, RAN2 assumes that the DL A-IoT Data PDU can be always accommodated in the minimum-size TB supported in PRDCH channel, thereby segmentation and reassembly for DL traffic not supported. 
UL User Plane Traffic:
For the UL traffic, the data size estimate is relatively harder. Strictly speaking, the only must-have information for the inventory use case is the “Device ID”, which is likely no more than 128-bit size. Nonetheless, we cannot rule out if any additional “information” the device may be asked to provide to the application server in D2R transmission (DO traffic) when it is triggered by some DL command or other DTT triggers. Given that the very low-cost, low-complexity nature of A-IoT device, the device may not be able to collect and store a lot of data. So, it is hard to imagine that the DO traffic would be more than a few hundreds of bits, other than the Device ID itself. 
However, as a cautionary step to exactly determine the potential entropy of “device-originated information”, RAN2 would better to get more clear confirmation/input from upper layer design requirements. If SA2 or SA1 can provide an upper bound of DO traffic in different use cases, then we can compare it with PHY layer’s UL transmission capacity of A-IOT device and determine the necessity of segmentation and reassembly of DL traffic.
And even if SA2/SA1 reply suggests that UL segmentation is needed due to potentially large data size, given its implication to device complexity, it may need to only be supported by high-end A-IoT devices (see R2-2404628 [3] for details).


Proposal 2	For the necessity of segmentation of D2R traffic, RAN2 sends a LS to SA2/SA1 to check the maximum UL data size to be encapsulated in an A-IoT upper-layer or application layer message, based on the use cases and service to be supported for A-IoT communication. 
2.2 Resource Allocation 
Per the chair’s guidance about RAN2#126 agenda, only topology 1 resource allocation is discussed in this paper. 
For topology 1, the DL transmissions are conducted by the RAN node in the topology. It is common legacy practice to leave this to gNB implementation. So, there is no need for any resource allocation for R2D transmission in Topology 1. Only resource allocation for the UL transmission is worth discussing.
Proposal 3	RAN2 focus on UL resource allocation design for Topology 1. 
From the device architecture requirements of A-IOT device types specified in RAN1, we understand that the challenge for A-IoT device to maintain an accurate timer. The on-chip oscillator is a very low-tier circuit which is vulnerable to  SFO drifts or errors. Therefore, it is reasonable to assume the device cannot maintain precise timers to take advantage of periodical resource grants. Another concern is that since there is no RRC_CONNECTED state, the reader’s view of device state can be out of sync with the A-IoT device’s actual status. For example, it is possible that the reader assumes the device has depleted energy and lost track of all the resources allocated or configured, but the device actually is still active and going to transmit in UL resource allocated by a prior periodic UL grant. This out-of-sync will cause confusion and design challenges in the reader side about how to safely allocate PDRCH resources among the A-IoT devices in proximity. From this perspective, we think a simple design assumption is to not consider periodic grants. Anyway, for DO-DTT traffic, each UL transmissions will still be triggered by reader initiated signaling, and that signaling could be always used to determine the UL grant(s) to be used by the device being triggered, either by including the UL resource directly or letting UE calculate resource locations based on a fixed or preconfigured formula. Therefore, we have the following proposals:
Proposal 4	Periodic UL resource grants allocation to A-IoT devices are not supported. 
Proposal 5	For DO-DTT traffic, UL resources for DO traffic from A-IoT device are determined per DTT trigger.
It is also worth noting that including dynamic resource configurations for devices to contend for usage (e.g., a common resource set) directly in the DL message will add more complexity in the device design, because each 3GPP-defined A-IoT device need to understand the “syntax” and/or “semantics” used by A-IoT control protocol to describe the “resource(s) or resource set(s)” in time-frequency domain in its message decoder design. 
It is highly likely that there is not going to have a SFN concept in A-IoT PHY layer procedure. So, the temporal resource location in PDRCH will be derived with a relative offset to the DTT trigger transmission in PRDCH. For the simplicity of device implementation, we prefer to have a default resource set configuration (e.g., with start and end of relative slot offset, start tone and end-tone in frequency offset) all pre-determined and hard-wired in device logic based on some fixed configurations, instead of dynamically configured. This can be the default contention-based resource configuration and used by low-complexity A-IoT device (i.e., Type1/2a). For Type 2b device or high-end device, the reader may still override the default configuration to provide more specific UL grants. 
Proposal 6	For contention-based UL access, a default UL candidate resource set for DO-DTT traffic is preconfigured, with the time domain parameters derived based on the offsets to the DTT trigger.
For BSR, it is used in NR Uu interface to solicit more UL grants from, gNB to empty UL MAC Tx buffer. But for Ambient IoT, there could be no DO-A traffic. For DO-DTT, it is reasonable to assume that the UL Tx resource grant is implicitly or explicitly given by the DTT trigger itself or any ensuing DL signaling during the random-access procedure. Then,  this nullifies the need to have a stand-alone BSR-like MAC CE to be used in Ambient IoT air interface for soliciting the UL grants. The only exception case is the situation when a given UL grant (e.g., provisioned in DTT trigger) is not sufficient to transmit all the UL traffic triggered by DTT. This is related to segmentation and assembly case for UL traffic. Based on prior discussion, whether this case is valid depends on SA1/SA2 guidance on the expected UL data size. However, it is also obvious that even if such a case happens, the first segment transmitted by A-IoT device can be regarded as an implicit BSR request (e.g., by including the total size of MAC PDU) under this circumstance. So, there is still no need to have a BSR-like MAC CE design in A-IoT interface.    
Proposal 7	BSR in A-IoT air interface to solicit UL grant is not supported for DO-DTT.
Proposal 8	If segmentation and reassembly is supported for UL traffic, the first segment of UL A-IoT MAC PDU is used as an implicit UL grant request.
Finally, regarding the SR triggers, there is no corresponding scenario in A-IoT air interface because SR is used for CONNECTED state UE to solicit UL grant. As RAN2 has agreed to no longer support legacy RRC states, there would be the same RACH procedure for device to obtain UL transmission resources, in regardless of whether the device is discovered by the reader or not. Therefore, at least from RAN2 perspective, there is no need of a SR design different from the RACH design.
Proposal 9	RAN2 assume SR transmitted from A-IoT device to solicit UL grant in PDRCH is not needed.
2.3 Multiplexing in A-IoT MAC
Uu MAC is designed to support multiplexing multiple logical channels and MAC Control Elements in the same MAC PDU with MAC sub-header design. However, for A-IoT system design, we think there is no need to duplicate the NR Uu MAC design paradigm, especially given that the upper layer transport requirement and device complexity requirement would be vastly different in A-IoT.
Frist, There is no motivation to have multiple DRBs/logical channels in A-IoT communication. RAN2 has assumed there is no per-packet or per-flow QoS supported. Then, it is clear that all upper layer SDUs are of the same QoS requirements and can be treated in the same way (e.g., in the same “logical” channel).  
Even the logical channel concept seems not needed. . Since the user plane protocol stack is much more simplified in A-IoT w/o RLC and PDCP, there is no need to modelling a “logical” channel. There is no need to differentiate the configurations for different logical channels, either. In NR Uu, the logical channel ID is used in MAC subheader to indicate the SRB/DRB and different types of MAC CE. From the design perspective, a LCID is equivalent to a “message type” field. For example, if “AIoT-Paging” is supported in MAC layer, then we can either designated a LCID for indicating the paging, or assign one value of “message type” for that. The latter seems more straight-forward and suitable. “Message Type” can also be used to distinguish A-IoT Data/Control if dedicate D/C bit is not used in MAC header. 
Proposal 10	Logical channels and LCIDs are not needed in A-IOT User Plane.
Second, there is no clear requirement for a reader or a device to concatenate multiple upper layer SDUs into the same MAC PDU. There is very likely that at most one SDU is outstanding because:
1) For DL command traffic, sending multiple commands to a device does not make sense, as 1) either those multiple commands can be combined as a single combinatory command by the A-IoT application layer; 2) the command(s) has to be executed one-by-one in a sequentially manner by the device.
2) For UL traffic, this is also true as 1) the traffic are generated upon the demand of DL trigger (except DO-A, which is not yet to be considered), it is very likely that device only prepares a single upper layer SDU per DTT trigger; 2) for the very simple A-IoT device, probably only the latest device data is relevant and that can be reported with a single UL MAC transmission. The outdated data does not need to be transmitted, or even not stored in the limited device memory as they would be overwritten by new data. 
Given the above, we think there is no need to support MAC layer multiplexing and concatenation. This means each MAC PDU either encapsulates a single upper layer SDU or is just a single MAC Control PDU (similar to MAC CE).
Proposal 11	Multiplexing and Concatenation is not supported in A-IoT MAC.
2.4 Proximity Determination
Regarding the following function mentioned in the RAN SID [4]:
Study the feasibility and required functionalities for proximity determination, which is the determination of whether BS or intermediate UE and ambient IoT device are near each other or not (coordination with SA3 is required for privacy aspects).
It is worth noting that RAN plenary has clarified that the proximity determination is “binary” (yes/no). Then, this means either reader and device are in proximity (reachable) or not (unreachable). 
Then, During RAN1#116bis, RAN1 has made the following agreements regarding this issue [5]:
Agreement on DL/UL signalling aspects
o   Proximity determination based on device side measurements is not considered.
o   Reference signals including DMRS, PTRS, SRS, are not further studied for D2R
o   Note: This doesn’t preclude the possibility to study preamble, midamble, postamble for different purposes, e.g. channel/interference estimation and/or proximity determination
As shown above, RAN1 has agreed that the device itself does not need to determines whether there is a new/existing BS/UE reader nearby. So, this function is mainly to be used by the NW/reader side.
The proximity determination procedure can be used by the reader to check whether the device is still under its coverage and decide whether to maintain or release the device’s “discovery” state/context, as shown in Figure 1 below.
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Figure 1: Proximity Check and Device State maintenance in Reader
When a device fails the “Proximity Determination/Check”, then the device is no longer reachable via this reader and the reader can then remove the device context and safely forget the device. If the proximity check is successful, then the device retains its “discovered” state.
It is obvious that the reader-side proximity check can always be done based on incoming DO traffic w/o using any specific CP procedure, and how the proximity is determined (measurements/threshed) can be further discussed based on RAN1 study.
Proposal 12	For device already discovered by the reader, measurements based on ongoing DO traffic , if exist, can be used for proximity check. 
But when there is no user plane traffic, then the reader cannot obtain UL measurements to determine this anymore. One method is to just define an inactivity timer in the reader side, and the reader can just drop the context once the inactivity timer expires, as shown in Figure 2 below:
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Figure 2: Time-based State maintenance w/o Proximity Check

However, the drawback of this timer-based solution is that the reader is not really sure about the device is no longer reachable. So, the respective understanding in the reader side and device side may be mis-aligned. It is possible that the device is still reachable. Thus, timer-based scheme only is less reliable than the measurement-based scheme. Therefore, we think it is possible for the reader to self-initiating a CP procedure for the sake of proximity determination when there is no UP traffic and/or when an inactivity timer expires. 
The benefit of such a reader-triggered procedure are:
· For device already out of reader coverage, this proximity check can confirm that fact and then the reader can inform it to CN to avoid the reader to be used for paging such a device.
· For device still in converge, the device retains its status in the reader context with a simple two-way exchange. It then can continue DO/DT communication w/o go through paging & random access.
Therefore, we think it is beneficial to support such a reader-initiated proximity check procedure in AS layer design. The reader can arbitrary select one or more “discovered devices” for proximity check and confirm their state(s). Otherwise, if we do not support this and always rely on CN-initiated inventory procedure, then the determination of those discovered devices are probably covered by the same mega-paging message which targets a larger number of devices (including both discovered devices and unknown devices), and that will increase the contention and reduce the efficiency of inventory process. A reader-initiated proximity check procedure is a very flexible and reliable means for reader to maintain its device(s) context.
Proposal 13	In case of no data traffic, the reader can self-initiate the proximity check procedure to obtain the UL response for proximity determination. 
To realize this proximity check, the reader is to initiate a query-response kind of transaction so that the reader can “rediscover” the responding device(s) in proximity. As the device has already been discovered earlier, there is no need to let them go through contention-based access procedure, such as 4-step RACH. This sort of “query-response” have great resemblance of the paging-CFRA procedure. Basically, by utilizing the paging and its response procedure (e.g., contention-free random access), no new CP signaling design is expected. RAN2 only need to confirm the support of such a function and the initiation/execution is completely up to reader implementation. 
Proposal 14	Paging and CFRA are reused for Reader-initiated proximity check procedure. 

2.5 Ambient IoT Protocol Stack
In Figure 3 below, we provide our view on Ambient IOT protocol stack for the Ambient IoT air interface (Topology 1):
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Figure 3: Protocol Stack for Ambient IoT air interface for Topology 1
For Ambient IoT user plane support, only PHY layer and MAC layer are needed. As agreed in RAN2#125bis meeting [1] that:
RAN2 assumes that RRC layer is not necessary between the reader and the device. RAN2 will continue to study the functionalities required and later discuss whether we will have: 1) a new AS protocol on top of A-IoT MAC layer; or 2) A-IoT MAC
Thus, for Control Plane design, there could be a dedicated A-IoT CP protocol (e.g. for paging and initial access) on top of MAC layer, but it can also be implemented as MAC Control PDUs. Thus, the presence of “AIoT CP Protocol” is optional.
Hence, on top of data transmission protocol in MAC layer, there could be an upper layer designated as “AIoT layer” (e.g., AIoT-NAS for CP, FFS UP) to communicate with Core Network for both UP and CP, which is to be studied by SA2 and CT1, but out of RAN2 scope. 
We think RAN can consider the protocol stack in Figure 3 as a baseline. Of course, depending on the inputs from other 3GPP WGs (RAN1, SA2 or SA3), certain changes would still be considered.
Proposal 15	RAN2 consider use the above protocol stack as baseline for Ambient IoT Topology 1.

3 Conclusion
In this contribution, we discuss the function aspects for Ambient IoT, and have the following proposals: 
Proposal 1	For R2D traffic, RAN2 assumes that the DL A-IoT Data PDU can be always accommodated in the minimum-size TB supported in PRDCH channel, thereby segmentation and reassembly for DL traffic not supported. 
Proposal 2	For the necessity of segmentation of D2R traffic, RAN2 sends a LS to SA2/SA1 to check the maximum UL data size to be encapsulated in an A-IoT upper-layer or application layer message, based on the use cases and service to be supported for A-IoT communication. 
Proposal 3	RAN2 focus on UL resource allocation design for Topology 1. 
Proposal 4	Periodic UL resource grants allocation to A-IoT devices are not supported. 
Proposal 5	For DO-DTT traffic, UL resources for DO traffic from A-IoT device are determined per DTT trigger.
Proposal 6	For contention-based UL access, a default UL candidate resource set for DO-DTT traffic is preconfigured, with the time domain parameters derived based on the offsets to the DTT trigger.
Proposal 7	BSR in A-IoT air interface to solicit UL grant is not supported for DO-DTT.
Proposal 8	If segmentation and reassembly is supported for UL traffic, the first segment of UL A-IoT MAC PDU is used as an implicit UL grant request. 
Proposal 9	RAN2 assume SR transmitted from A-IoT device to solicit UL grant in PDRCH is not needed.
Proposal 10	Logical channels and LCIDs are not needed in A-IOT User Plane.
Proposal 11	Multiplexing and Concatenation is not supported in A-IoT MAC.
Proposal 12	For device already discovered by the reader, measurements based on ongoing DO traffic , if exist, can be used for proximity check. 
Proposal 13	In case of no data traffic, the reader can self-initiate the proximity check procedure to obtain the UL response for proximity determination. 
Proposal 14	Paging and CFRA are reused for Reader-initiated proximity check procedure. 
Proposal 15	RAN2 consider use the above protocol stack as baseline for Ambient IoT Topology 1.
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