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Introduction
For Rel-19 XR Phase 3, we have the following objective [1]:
-	Specify Enhancements for Scheduling, as follows: 
-	For the UL, Study and if justified, Specify enhancements using delay/deadline information, for support of UL scheduling to enable high XR capacity while meeting delay requirements/avoiding too late PDUs. [RAN2].
Based on the discussions during RAN2 #125bis, it is confirmed that RAN2 will look into some enhancements of LCP, to avoid the problems wherein the delay-critical data is further delayed by higher priority LCHs without delay-critical data. In particular, for the LCH(s) that have delay-critical data in the buffer, we could either increase their priority levels, or introducing new mapping restrictions rules. RAN2 has reached the following agreements [2]:
	RAN2 #125bis Agreements:
RAN2 will study whether/how to resolve the issue of data with low remaining time being delayed due to other data from LCHs with higher LCH priority when using the existing LCP procedure. At least the following alternatives will be studied:
· Alternative 1: Enhance LCP restrictions/LCH selection.
· Alternative 2: Enhance LCH prioritization.
RAN2 should consider potential impact on traffic from SRBs.



In this paper, we would like to point out that, while both of the Alternatives listed in the agreements can enable more rapid transmission of data from LCHs with delay-critical data in the buffer, either of them can guarantee that delay-critical packets are prioritized and multiplexed into the UL resource. Thus, regardless of which LCP enhancement RAN2 will pursue in Rel-19, some complementary mechanisms in the RLC layer may be needed to ensure the LCP enhancement will serve its purpose.

Discussions
Out-of-Order Packet Arrival
First of all, it is worth highlighting that, for XR use cases we cannot simply assume that UL packets arrive in the transmitter buffer in sequence. In RAN2 #121 [3], we have agreed that UL jitter may present for tethering use cases and should be considered for XR, where the jitter may be caused by non-3GPP (wireless) link between APP and AS.
	RAN2 #121 Agreements:
RAN2 thinks UL jitter may be present for XR (e.g. for tethering use cases). It is unclear how network would use UL jitter information (depends on what would be signalled, and would anyway be up to network implementation). 
RAN2 intends to support tethering use case for XR. This may require signalling of some UL traffic arrival information from UE to network.



Since the wireless link between the XR device and the UE is not a part of 5GS and can fluctuate over time, the jitter experienced by every packet of a PDU Set may be random and independent. Consequently, the UL packets belonging to multiple PDU Sets may not arrive in-sequence at the UE AS. Note that, in a previous LS from SA4 (R2-2400088 / S4-231955), it has indicated that packets of PDU Sets and data bursts can arrive out-of-order over the N6 interface:
	R2-2400088 / S4-231955:
When defining the semantics of PDU Set based RTP Header Extension, SA4 realizes that the out of order reception may happen at the 5GS, i.e. UPF and RAN. For example, depending on routing over the N6 link between UPF and the RTP sender, the PDU with the Indication of End PDU of the PDU Set may be received before the last PDU arriving at UPF within the PDU Set. Similarly, the same issue also exists for the End of Data Burst (EDB) indication of the Data Burst.



The wireless link between the XR-device and the UE in the tethering use cases can be much less stable than the N6 interface, it is therefore plausible to assume that out-of-order packet arrival is also foreseeable in uplink.
Furthermore, even for cases where APP and AS are co-located in the same device, it may take different amounts of time for the APP to generate the packets of various types of PDU Sets. Such “encoding delay” at the application output is also confirmed in the Reply LS from SA4 to SA2 (S4aV220921) as another component that can contribute the random jitter:
	S4aV220921:
Q4: SA2 discussed the possibility to receive a jitter range associated with Data Burst periodicity by AF/AS to 5GS. SA2 would like SA4 whether it is feasible for the AF/AS to provide such jitter range to 5GS. 
SA4 response:
· Assuming the jitter as being the variance on the release of the Coded Picture Buffer or the RTP output buffer 
· the application server cannot recognize the jitter range happened in the intermediate path between the application server and the UE within 5GS. The application server can only recognize the jitter range at the server side.
· Such a jitter may vary during operation depending on cloud encoder load, content complexity, and many other factors. Obviously, it will be the attempt of a good video encoder to minimize the delay of encoding for each frame and make sure that real-time encoding can be maintained. However, SA4 does neither have a study nor any requirements on the performance of video encoders in real-time XR services.



As such “encoding delay” can be influenced by many different factors as indicated by SA4, and can vary across different packets and PDU Sets, consequently the APP may deliver the packets to the UE AS in a non-regular fashion, which may also result in out-of-order packet arrival.
We believe the situation of out-of-order packet arrival is already widely acknowledged by RAN2, which was one of the reasons why a Bitmap structure was adopted for the new PDCP control PDU for SN gap reporting. Specifically, since the packets that are jointly discarded in a PDU Set are not necessarily in-sequence, the Bitmap is more appropriate for the indications about which packets are discarded by the transmitter.
Observation 1: RAN2 does not assume that UL packets always arrive in UE buffer in-sequence. 

Delay-Criticality defined by PDU Set Discarding
For the sake of delay-critical data volume calculations for DSR, in Rel-18 the following definitions of delay-critical packets have been introduced in TS 38.323 [4]:
	Delay-critical PDCP SDU: if pdu-SetDiscard is not configured, a PDCP SDU for which the remaining time till discardTimer expiry is less than the remainingTimeThreshold. If pdu-SetDiscard is configured, a PDCP SDU belonging to a PDU Set of which at least one PDCP SDU has the remaining time till discardTimer expiry less than the remainingTimeThreshold.



Similarly, a delay-critical PDCP SDU is considered as a delay-critical RLC SDU according to the definition in TS 38.322 [5]:
	Delay-critical RLC SDU: RLC SDU corresponding to a PDCP PDU indicated as delay-critical by PDCP (see TS 38.323 [4]).



The definition has been introduced with the consideration that, when pdu-SetDiscard is configured, every packet of a PDU Set is discarded when at least one packet is discarded. In this sense, even if the packet itself may still have a high remaining time till the expiry of its own discard timer, such packet should also be transmitted immediately if another packet of the same PDU Set is already on the brink of discarding. We will use such definition of “delay-criticality” in the rest of the paper.
Observation 2: With considerations of PDU Set discarding, a newly arrived packet may immediately be considered as delay-critical if at least one other packet belonging to the same PDU Set has a low remaining time.

Issues of RLC-AM for Delay-Critical Packets
By considering both Observation 1 and Observation 2 together, we can anticipate scenarios where some non-delay-critical packets are queued before delay-critical packets in the buffer of a RLC bearer, as illustrated in Figure 1:
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Figure 1 An illustrative example of situations where a delay-critical packets is not prioritized for transmission in a RLC bearer.
In this example, there are two PDU Sets that have arrived in the UE buffer, namely PDU Set #1 and PDU Set #2, where each PDU Set comprises three packets. Based on Observation 1, we know the packets of these PDU Sets can arrive out of order. Hence, Packet #3 belonging to PDU Set #1 may arrive after Packet #4 and Packet #5 that belong to PDU Set #2, as shown in Figure 1. However, if PDU Set #1 is already considered delay-critical (e.g. Packet #1 and Packet #2 already have low remaining time), Packet #3 should also be considered delay-critical and should be transmitted immediately as well based on Observation 2. Otherwise, the PDU Set #1 may be discarded entirely or become totally useless for the Application layer, even if some earlier packets of PDU Set #1 (such as Packet #1 and Packet #2) are already successfully delivered. 
Unfortunately, due to the earlier arrival of some packets belonging to another PDU Set (i.e. Packet #4 and Packet #5 that belong to PDU Set #2), we cannot guarantee that Packet #3 is prioritized for transmission when the UL resource is available in the lower layer. Note that such situation of late packet arrival is even more probable if the number of packets in PDU Set #1 is large (e.g. it may take longer for the Application to output all the packets), and in many cases the larger PDU Set are typically associated to higher importance (e.g. I-Frame). Therefore, the impact of losing PDU Set #1 could be significant to the end user experience.
Observation 3: Some delay-critical packets may not be prioritized by the RLC layer, which can make a PDU Set useless to Application layer, even if some packets of this PDU Set are already successfully delivered earlier.

In fact, the issues described above may be resolved by smart UE implementation, as it is up to UE to decide which packets should be submitted to the lower layer first. In other words, the RLC layer may be implemented to intentionally prioritize a delay-critical packet over the other packets, even if it is late in the queue, i.e. The UE does not necessarily always process the packets based on a first-in first-out (FIFO) model.
Nevertheless, we think there are scenarios that cannot be solved by UE implementation when the radio bearer is configured in RLC-AM. According to TS 38.322 [5], in RLC-AM the transmitter side shall prioritize retransmission of RLC SDUs (or segments) that have been transmitted before, over initial transmission of RLC SDUs (or segments) that have not been transmitted before.
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The transmitting side of an AM RLC entity shall prioritize transmission of RLC control PDUs over AMD PDUs. The transmitting side of an AM RLC entity shall prioritize transmission of AMD PDUs containing previously transmitted RLC SDUs or RLC SDU segments over transmission of AMD PDUs containing not previously transmitted RLC SDUs or RLC SDU segments.



Note that this is a mandatory behaviour as the formulation “shall” is used in the specifications. Therefore, if Packet #3 in the example of Figure 1 has just arrived, while transmission of Packet #4 or Packet #5 have already been performed previously, the UE shall always prioritize AMD PDUs corresponding to Packet #4 or Packet #5 even if Packet #3 is already considered delay-critical. In such cases, the delay-based LCP that RAN2 aims to pursue in Rel-19 may not serve its purposes, as in the end the UE still multiplexes non-delay-critical packets (e.g. Packet #4 or Packet #5) from a LCH into the UL resource, although some delay-aware LCH adaptation has been applied, e.g. the priority of this LCH is already increased due to the presence of delay-critical packet in the buffer. 
Note that such issue may become even more problematic if RAN2 also specifies schemes to enable faster RLC retransmission in Rel-19 (which has already been agreed as a direction that RAN2 will consider), where potentially any transmitted RLC SDU may be more likely to be considered for retransmission, and so there is a higher chance of head-of-line blocking for delay-critical packets that have not been transmitted previously.
Observation 4: The delay-based LCP enhancement may become a half-baked solution due to the mandatory behavior of always prioritizing retransmission over initial transmission in RLC-AM, because we cannot guarantee that delay-critical packets are transmitted first.

New Prioritization Mechanisms for RLC-AM
In order to make sure the LCP enhancements being pursued by RAN2 in Rel-19 can always work as desired, some complementary enhancements should also be introduced in the RLC layer. Specifically, we think a new (configurable) prioritization rule could be considered for RLC-AM. For instance, the AMD PDUs containing delay-critical RLC SDUs (or segments) can be prioritized over other AMD PDUs, regardless of whether it has been transmitted previously or not. It is worth noting that, a RLC SDU may be considered delay-critical not just based on the remaining time still expiration of its own discard timer, but also on whether it belong to a PDU Set that has at least one other packets with low remaining time.
Proposal 1: To complement the delay-based LCP enhancements being pursued by RAN2 for Rel-19, RAN2 should also consider some new prioritization mechanisms for RLC-AM to make sure delay-critical packets can be prioritized over non-delay-critical packets if needed.

Conclusions
This paper has provided some of our views relating to LCP enhancements for Rel-19 XR. We have made the following observations and proposal:
Observation 1: RAN2 does not assume that UL packets always arrive in UE buffer in-sequence. 
Observation 2: With considerations of PDU Set discarding, a newly arrived packet may immediately be considered as delay-critical if at least one other packet belonging to the same PDU Set has a low remaining time.
Observation 3: Some delay-critical packets may not be prioritized by the RLC layer, which can make a PDU Set useless to Application layer, even if some packets of this PDU Set are already successfully delivered earlier.
Observation 4: The delay-based LCP enhancement may become a half-baked solution due to the mandatory behavior of always prioritizing retransmission over initial transmission in RLC-AM, because we cannot guarantee that delay-critical packets are transmitted first.

Proposal 1: To complement the delay-based LCP enhancements being pursued by RAN2 for Rel-19, RAN2 should also consider some new prioritization mechanisms for RLC-AM to make sure delay-critical packets can be prioritized over non-delay-critical packets if needed.
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