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1 Introduction
The Rel-19 WID of AI/ML for air interface (WID RP-234039) was agreed in RAN#102 [1]. The WI objective on general LCM framework, including applicable conditions, is led by RAN2 which is copied below: · AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


In RAN2#125b [2], LCM procedure of UE-sided model of beam management was discussed, and below agreements were made:
Agreements for UE capability
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
Agreements for applicable functionaties 
1 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
3	FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
In this contribution, we further discuss details of LCM procedure of UE-sided model for AI/ML based beam management. 
2 Discussion 
2.1 Clarification on model management in functionality based LCM
During RAN2#125b discussion [2], we think there were some confusions on how AI/ML model(s) are managed in functionality-based LCM (e.g., whether model management is visible to the Network). Thus, we think the clarification is needed. 
The definition of functionality-based LCM in section 4.2 of TR 38.843 [3] is copied below:
In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
According to the highlighted text, we think it is clear that AI/ML model(s) are not managed by the NW, i.e., it is left to UE implementation on model management for one NW configured AI/ML functionality.
We propose RAN2 to confirm this understanding.
Proposal 1: RAN2 clarify that in functionality-based LCM for UE-sided model, it is left to UE implementation on AI/ML model(s) management for one NW configured AI/ML functionality, i.e. model-level management is transparent to the NW. 
2.2 LCM procedure of UE-sided model for beam management
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Figure.1: Illustration of LCM procedure of UE-sided model for beam management (example of NW performing monitoring)
Based on RAN1/RAN2 discussion so far, our understanding on LCM procedure of UE-sided model for beam management is illustrated in Figure. 1 (example of NW performing monitoring). The steps with bold font are expected to have RAN1 / RAN2 spec impacts, and the analysis for these steps are summarized in Table. 1.    
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	Reuse existing capability signaling (UECapabilityEnquiry / Information). Wait RAN1 on granularity of feature/FG. 

	Step 2/3
	Signaling exchange on NW-sided additional condition(s) and/or UE-sided applicable functionalities
	· Introduce indication in form of associated ID on NW-sided additional condition.
· Signaling to report reactive and proactive UE-sided applicable functionalities.

	Step 4
	Configuration of data collection
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Configuration of inference and performance monitoring
	Extend existing RRC configuration on L1 measurement.

	Step 8
	Indication of functionality for inference
	RRC signaling as baseline. Further discuss MAC-CE and DCI.

	Step 10
	Signaling to report inference output
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 11

	Signaling to report monitoring metric/label 
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 13 
	Management instruction from NW to UE, including functionality activation/deactivation/switch/fallback
	RRC signaling as baseline. Further discuss MAC-CE and DCI.


Table 1: RAN2 potential specification impacts to support UE-sided model for beam management.
To facilitate discussion, we suggest RAN2 to agree the general LCM procedure of UE-sided model illustrated in Figure.1 and potential RAN2 spec impacts summarized Table.1.  
Proposal 2: To facilitate discussion, RAN2 agree the LCM procedure of UE-sided model for beam management illustrated in Figure.1, and potential RAN2 spec impacts summarized Table.1.
2.3 UE capability and applicable conditions
2.3.1 UE capability
In RAN2#125b, it was agreed that supported AI/ML-enabled Features/FGs and functionalities are included in UE capability. But one FFS is left on what functionality refers to. 
Agreements for UE capability
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
 
We think the details of “functionality” should be determined by RAN1. Meanwhile, we also think RAN2 can assume one “functionality” may be per sub-use case for study purpose.  
Proposal 3: The detail of “functionality” included in UE capability is left to RAN1. Meanwhile, RAN2 assume one “functionality” may be per sub-use case for study purpose.  
2.3.2 UE-sided applicable functionalities
In RAN2#125b [2], UE-sided applicable functionalities were discussed and below agreements were made with several FFSs:   
Agreements for positioning and beam management 
1 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
3	FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
First, we discuss what is applicable functionality. According to below agreement on UE capability, we understand there are two kinds of AI/ML functionalities:
· Applicable functionalies: the functionalies which the UE is capable of, and has available model whose dataset used for training is consistent with current configuration/scenarios/sites etc. 
· Non-applicable functionality: the functionalities which the UE is capable of, but does not have available model whose dataset used for training is consistent with current configuration/scenarios/sites etc. 
Agreements for UE capability
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
Thus, we propose:
Proposal 4: AI/ML functionalities reported in UE capability include applicable functionalities and non-applicable functionalities:
· Applicable functionalities are the AI/ML functionalities which the UE has available model whose dataset used for training is consistent with current configuration/scenarios/sites etc. 
· Non-applicable functionality are the AI/ML functionalities which the UE does not have available model whose dataset used for training is consistent with current configuration/scenarios/sites etc. 
Then, we discuss details of proactive reporting. During the RAN2#125b [2], its discussion was not controversial. Then, we think RAN2 can further discuss its signalling and procedure details. In our understanding, we can reuse existing UAI procedure as illustrated in upper part of Figure. 2 with the following explanation: 
· Step 2: The proactive reporting is configured in otherConfig of RRCReconfiguration. 
· Step 3: After reception of configuration, the UE considers itself to be configured to report its applicable AI/ML functionalities among the supported functinalities in UE capability.
· Step 4: Upon change of applicable AI/ML functionalities (e.g. due to enviroment change), the UE initiates proactive reporting on updated applicable AI/ML functionalities via UAI message.
· Detailed format of reporting applicable AI/ML functionalities can be further discussed in stage 3.  
We propose RAN2 to confirm above understanding on procedure and signaling of proactive reporting.
Proposal 5: RAN2 agree the following procedure and signaling for proactive reporting on applicable functionalities:
1) The proactive reporting is configured in otherConfig of RRCReconfiguration. 
2) After reception of configuration, the UE considers itself to be configured to report its applicable functionalities among the supported functinalities in UE capability.
3) Upon change of applicable functionalities (e.g. due to enviroment change), the UE initiates proactive reporting on updated applicable functionalities via UAI message. FFS detailed format of reporting applicable functionalities.  
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Figure.2: Illustration of procedure of reactive and proactive reporting 
Finally, we discuss details of reactive reporting. During RAN2#125b discussion, we think there were some confusions about the difference between proactive reporting and reactive reporting. Our understanding on their key difference is whether the UE reports the applicable functionalities in a responsed RRC message immediately upon NW request (i.e. reactive reporting) or upon change of applicable AI/ML functionalities (i.e. proactive reporting). 
In our understanding, we can reuse existing NeedForGap procedure as illustrated in bottom part of Figure. 2 with the following explanation: 
· Step 5: Indication of reporting applicable functionalities among all or a subset of supported functionalities in UE capability is configured in RRCReconfiguration. 
· Step 6: After reception of configuration, the UE determines applicable functionalities from the set indicated in Step 5.
· Step 7: The UE immediately reports applicable functionalities via RRCReconfigurationComplete message. 
· Similar to proactive reporting, detailed format of reporting applicable functionalities can be further discussed in stage 3.   
Observation 1: For proactive reporting vs reactive reporting, their key difference is whether the UE reports the applicable functionalities in a responded RRC message immediately upon NW request (i.e. reactive reporting) or upon change of applicable functionalities (i.e. proactive reporting). 
We propose RAN2 to confirm above understanding on procedure and signaling of reactive reporting.  
Proposal 6: RAN2 agree the following procedure and signaling for reactive reporting on applicable functionalities:
1) Indication of reporting applicable functionalities among all or a subset of supported functionalities in UE capability is configured in RRCReconfiguration. FFS detailed format of the indication.
2) After reception of configuration, the UE determines applicable functionalities from the set indicated in 1).
3) The UE immediately reports applicable functionalities via RRCReconfigurationComplete message. FFS detailed format of reporting applicable functionalities.
Finally, we think reactive reporting and proactive reporting can be configured to work simultaneously, as illustrated in Figure. 3.
· Reactive reporting is used for the UE to feedback applicable functionalities for NW preferred set of AI/ML functionalities or when synchronization is lost between UE and NW.
· Proactive reporting can be used for the UE to feedback its applicable AI/ML functionalities upon change on environment (e.g. outdoorindoor) or change on its internal status (e.g. low battery).
Furthermore, because both reactive reporting and proactive reporting are configured via RRCReconfiguration message, we think one single RRCReconfiguration message can configure both reactive reporting and proactive reporting (e.g. in step 2 of Figure. 3).
Proposal 7: Reactive reporting and proactive reporting can be configured to work simultaneously, and they can be configured in one single RRCReconfiguration message.
2.2.3 NW-sided additional conditions
In RAN1#116b [4], it was agreed to study how to ensure consistency of NW-side additional condition across training and inference for UE-sided model. And two options were identified. Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 



Between the identified two options, we think RAN2 can first study the option based on associated ID because it is not clear how monitoring can ensure consistency which will lead to applicable long latency and should be evaluated by RAN1.   
Observation 2: Between the identified two options for NW-sided additional condition consistency, RAN2 can first study the option based on associated ID because it is not clear how monitoring can ensure consistency which will lead to long applicable latency and should be evaluated by RAN1.   
As illustrated in Figure.4, we think the simplest implementation of option 1 is that NW indicates the same dataset ID in “data collection configuration” of step 4 and “configuration of inference and monitoring” of step 7. In AI/ML based beam management, it is used to indicate the association between set A and set B. And in CSI compression, it is used to align the antenna virtualization pattern used in training and inference. 
Proposal 8: For UE-sided model, NW-sided additional conditions are used to ensure data collection consistency between training and inference via NW indicating the same associated ID in “data collection configuration” and “configuration of inference and monitoring”. 
Finally, we discuss whether the associated ID is cell specific or global unique. We think it should be PLMN unique because of below considerations:
1) At least in case 2b/3b of AI/ML based positioning, it is LMF to configure the data collection, and thereby the associated ID included in data collection configuration from LMF can only be PLMN unique.
2) If associated ID is cell specific, it means that the UE needs to train cell specific AI/ML model because UE is not aware the underlaying NW implementation behind the ID (e.g. NW’s beam design). It will make solution quite complicated and not scalable.
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Figure.4: Illustration of consistency between training and inference
Observation 3: The associated ID should be PLMN unique rather than cell specific because of below consideration:   
1) At least in case 2b/3b of AI/ML based positioning, it is LMF to configure the data collection, and thereby the associated ID included in data collection configuration from LMF can only be PLMN unique.
2) If associated ID is cell specific, the UE needs to train cell specific AI/ML model because it is not aware the underlaying NW implementation behind the ID. It will make solution complicated and not scalable.
Thus, we propose to confirm associated ID is PLMN unique. The detailed mechanism to assign associated ID can be further studied. 
Proposal 9: Associated ID is PLMN unique. FFS the detailed mechanism to assign associated ID.

3 Conclusion
In this contribution, we share our view on LCM procedure of UE-sided model for beam management. Our observations are:
Observation 1: For proactive reporting vs reactive reporting, their key difference is whether the UE reports the applicable functionalities in a responded RRC message immediately upon NW request (i.e. reactive reporting) or upon change of applicable functionalities (i.e. proactive reporting). 
Observation 2: Between the identified two options for NW-sided additional condition consistency, RAN2 can first study the option based on associated ID because it is not clear how monitoring can ensure consistency which will lead to long applicable latency and should be evaluated by RAN1.   
Observation 3: The associated ID should be PLMN unique rather than cell specific because of below consideration:   
1) At least in case 2b/3b of AI/ML based positioning, it is LMF to configure the data collection, and thereby the associated ID included in data collection configuration from LMF can only be PLMN unique.
2) If associated ID is cell specific, the UE needs to train cell specific AI/ML model because it is not aware the underlaying NW implementation behind the ID. It will make solution complicated and not scalable.
Based on observations, our proposals can be found below:
Clarification on model management in functionality-based LCM
Proposal 1: RAN2 clarify that in functionality-based LCM for UE-sided model, it is left to UE implementation on AI/ML model(s) management for one NW configured AI/ML functionality, i.e. model-level management is transparent to the NW. 
LCM procedure
Proposal 2: To facilitate discussion, RAN2 agree the LCM procedure of UE-sided model for beam management illustrated in Figure.1, and potential RAN2 spec impacts summarized Table.1.
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Figure.1: Illustration of LCM procedure of UE-sided model for beam management (example of NW performing monitoring)
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	Reuse existing capability signaling (UECapabilityEnquiry / Information). Wait RAN1 on granularity of feature/FG. 

	Step 2/3
	Signaling exchange on NW-sided additional condition(s) and/or UE-sided applicable functionalities
	· Introduce indication in form of associated ID on NW-sided additional condition.
· Signaling to report reactive and proactive UE-sided applicable functionalities.

	Step 4
	Configuration of data collection
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Configuration of inference and performance monitoring
	Extend existing RRC configuration on L1 measurement.

	Step 8
	Indication of functionality for inference
	RRC signaling as baseline. Further discuss MAC-CE and DCI.

	Step 10
	Signaling to report inference output
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 11

	Signaling to report monitoring metric/label 
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 13 
	Management instruction from NW to UE, including functionality activation/deactivation/switch/fallback
	RRC signaling as baseline. Further discuss MAC-CE and DCI.


Table 1: RAN2 potential specification impacts to support UE-sided model for beam management.
UE capability
Proposal 3: The detail of “functionality” included in UE capability is left to RAN1. Meanwhile, RAN2 assume one “functionality” may be per sub-use case for study purpose.  
UE-sided applicable functionalities
Proposal 4: AI/ML functionalities reported in UE capability include applicable functionalities and non-applicable functionalities:
· Applicable functionalities are the AI/ML functionalities which the UE has available model whose dataset used for training is consistent with current configuration/scenarios/sites etc. 
· Non-applicable functionality are the AI/ML functionalities which the UE does not have available model whose dataset used for training is consistent with current configuration/scenarios/sites etc. 
Proposal 5: RAN2 agree the following procedure and signaling for proactive reporting on applicable functionalities:
1) The proactive reporting is configured in otherConfig of RRCReconfiguration. 
2) After reception of configuration, the UE considers itself to be configured to report its applicable functionalities among the supported functinalities in UE capability.
3) Upon change of applicable functionalities (e.g. due to enviroment change), the UE initiates proactive reporting on updated applicable functionalities via UAI message. FFS detailed format of reporting applicable functionalities.  
Proposal 6: RAN2 agree the following procedure and signaling for reactive reporting on applicable functionalities:
1) Indication of reporting applicable functionalities among all or a subset of supported functionalities in UE capability is configured in RRCReconfiguration. FFS detailed format of the indication.
2) After reception of configuration, the UE determines applicable functionalities from the set indicated in 1).
3) The UE immediately reports applicable functionalities via RRCReconfigurationComplete message. FFS detailed format of reporting applicable functionalities.
Proposal 7: Reactive reporting and proactive reporting can be configured to work simultaneously, and they can be configured in one single RRCReconfiguration message.
NW-sided additional conditions
Proposal 8: For UE-sided model, NW-sided additional conditions are used to ensure data collection consistency between training and inference via NW indicating the same associated ID in “data collection configuration” and “configuration of inference and monitoring”. 
Proposal 9: Associated ID is PLMN unique. FFS the detailed mechanism to assign associated ID.
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