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1	Introduction
In S2-2405604 SA2 sends an LS to RAN2 and SA4 on feedback on questions related to AL-FEC. In S2-2405625.zip SA2 sends an LS to RAN2, SA4 and RAN3 on feedback related to PDU Set correlation handling, available data rate, burst size, PDU Set delay and loss rate. In this contribution we discuss the RAN2 response to each LS.
1. Overall Description:
SA2 is studying enhancements to support for XR and media services. In this context, solutions have been proposed to provide information about the presence of application layer forward error correction (AL-FEC) to NG-RAN to enable NG-RAN to discard obsolete AL-FEC PDUs. Obsolete AL-FEC PDUs refers to PDUs that are not needed at the UE because enough PDUs to reconstruct the actual content have already been successfully sent to the UE. The details of these proposals are documented as solutions #1, #2, #3, #4 and #21 in TR 23.700-70. In SA2, some companies are of the opinion that such solutions are useful to efficiently handle XR applications, e.g., XR split rendering and cloud gaming services that are using AL-FEC schemes regardless of the access technology that is used for the applications' traffic. Other companies' view is that XR applications should not use AL-FEC over NR in the first place as NR provides efficient means for reliable delivery.
Related to this, SA2 would like to request SA4 and RAN2 to provide feedback on the following questions.
Questions for SA4:
· SA2 understands that different AL-FEC mechanisms exist (e.g., maximum-distance separable (MDS) schemes like RaptorQ and Reed-Solomon, FlexFEC, etc.) and is discussing for which AL-FEC mechanisms to enable AL-FEC awareness at RAN. Can SA4 identify commonly used AL-FEC mechanisms (not necessarily 3GPP defined), which should be supported for AL-FEC awareness at RAN from SA4's perspective? 
· Does SA4 see a need (from a general application perspective) to support both static and dynamic redundancy ratios (i.e., the ratio of AL-FEC information) for AL-FEC awareness at RAN?
· Does SA4 see a need for the application layer to distinguish RAN's intentionally dropped obsolete FEC packets from congestion related drops, and related to this, the need for specific application behaviour, e.g., to reduce the sending rate? The background to this question is the following:
· Some companies in SA2 commented that transport protocols or applications need to reduce their sending rate in response to packet losses. 
· Other companies argued that there is no need for reducing the sending rate when NG-RAN discards obsolete AL-FEC PDUs as long as NG-RAN can still meet the QoS characteristics of the other QoS flows in the same cell (i.e., because there is no fairness issue in this case).
Questions for RAN2:
· Can NG-RAN determine whether a PDU was successfully delivered over an unacknowledged mode data bearer? If so, does NG-RAN get this information sufficiently early to decide whether or not to drop subsequent AL-FEC packets?
· Provide feedback on the impact on NG-RAN to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow?

Questions for RAN2 and SA4:
· One solution (solution #3 in TR 23.700-70) proposed that an application may signal the required content ratio for a PDU Set (i.e., the required ratio of PDUs of a PDU Set needed by the receiver to reconstruct the original content) by first providing a mapping between content ratio levels and PDU Set Importance (PSI) values in the control plane to 5GS and by then using the PSI in the GTP-U header and the mapping received to determine the content ratio per PDU Set at NG-RAN. Does SA4 consider this a feasible option?


1. Overall Description:
SA2 has started to evaluate solutions for key issues for the study of XR and Media Services Ph2 (TR 23.700-70). SA2 would like to coordinate on the following aspects:
· Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?
· Question2 [for SA4]: In Sol#29, PDU Set QoS or ordinary per packet based QoS (e.g. PER, PDB) can be applied for different media streams multiplexed in an IP flow, SA2 would like to ask SA4 whether a media stream (e.g. a video RTP stream) can include packet which is not related to PDU Set?
· Question3 [for RAN2 and RAN3]: SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows. 
· Question4 [for SA4 and RAN2]: In Sol#30, the PSA UPF may identify the size of incoming burst based on N6 protocol, and send it to NG-RAN to assist RAN scheduling.
· To SA4: is it possible that the application server provides the burst size in the first packet of the burst via N6? 
· Does RAN2 think the burst size is useful for RAN resource scheduling?
· Question5 [for SA4]: Some of the solutions support only QUIC-based media delivery. Can SA4 provide feedback on choosing only solutions for PDU Set identification for encrypted traffic that only support QUIC as transport protocol?
· Question6 [for RAN2 and RAN3]: In the attached S2-2405372, it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.

2	Discussion on AL-FEC LS

· Can NG-RAN determine whether a PDU was successfully delivered over an unacknowledged mode data bearer? If so, does NG-RAN get this information sufficiently early to decide whether or not to drop subsequent AL-FEC packets?

As the name suggests packets sent on an unacknowledged mode data bearer do not receive any explicit feedback on whether packets are delivered successfully or not.. Hypothetically complex estimations of PDU transmission success based on success rate of lower layer transmissions (e.g. the HARQ) is not standard procedures and prone to errors (e.g. misdetections). The estimations will never be accurate because of the inherit problems with errors. In addition any such estimation procedure would imply waiting for the retransmissions of the lower layers to time out (e.g. the HARQ process lifetime) and the collecting of success information can only be done afterwards. It should be noted that the configuration of lower layer transmission needs to be done to achieve the target success rates and give time for sufficient number of retransmission attempts. Thus there will be a significant delay in the estimation of the success information. The decision to drop AL-FEC packets would need to be done early, otherwise the packets will already be transmitted and in flight when the success information is collected. The alternative approach of holding packets from transmission in the wait for any success information will always be a bad solution as that will likely lead to an increased risk of missing the deadlines. In summary it doesn’t seem feasible to utilize any estimation procedure to drop AL-FEC packets.

We propose that RAN2 reply to SA2 that it is not feasible for NG-RAN to determine whether packets are successfully transmitted on an unacknowledged data bearer.

[bookmark: _Toc165296809][bookmark: _Toc166145651]RAN2 reply to SA2 that it is not feasible for NG-RAN to determine whether packets are successfully transmitted on an unacknowledged data bearer.
· Provide feedback on the impact on NG-RAN to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow?
· One solution (solution #3 in TR 23.700-70) proposed that an application may signal the required content ratio for a PDU Set (i.e., the required ratio of PDUs of a PDU Set needed by the receiver to reconstruct the original content) by first providing a mapping between content ratio levels and PDU Set Importance (PSI) values in the control plane to 5GS and by then using the PSI in the GTP-U header and the mapping received to determine the content ratio per PDU Set at NG-RAN. Does SA4 consider this a feasible option?

Making use of dynamic redundancy ratio in RAN to proactively discard Obsolete-PDU’s is in our view incompatible with the Internet’s principles of congestion control algorithms. The reason being is that such solution would encourage applications to ignore packets losses in the congestion control algorithms. This would imply that whenever packet losses are detected applications will not respond by reducing the rate, which would in turn likely increase congestion and destroy the RAN performance, potentially even collapsing a network entirely. If application developers would follow such paradigm, it would break the internet.

Additionally, it is questionable whether such a discarding scheme makes sense to begin with. Any addition of redundancy will increase the load in the network. Addition of any redundancy thus need to be done very carefully. RAN already has tailored features in place to add redundancy to overcome losses (i.e. HARQ). The goal of discarding Obsolete-PDUs is to increase capacity and/or save power by sending less data over the air, but the addition of redundancy by the AL-FEC scheme likely instead achieves the opposite and reduces capacity and power saving. It could also be questioned why RAN would then ever transmit the extra AL-FEC redundancy as it will in all scenarios likely increase the network load and potentially impact other services. 

Regarding dropping redundancy packets it needs to be emphasized that applications on the internet today must respond by lowering the transmission rate as there is no way of discriminating between congested related drops and intentionally dropped data. Thus, the intentional discard of data will impact the XR user experience just as much as congestion related drops.

In conclusion we recommend that RAN2 reply to SA2 that dynamic redundancy ratios cannot be supported as it is incompatible with the internet’s congestion control principles.

[bookmark: _Toc165296810][bookmark: _Toc166145652]RAN2 reply to SA2 that there is no need to add support for dynamic redundancy ratio in RAN as it will likely impact the network performance negatively and is incompatible with the Internet’s congestion control algorithms.
3	Discussion on PDU Set correlation, available data rate, burst size, PDU Set delay and loss rate LS.

Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?

Thus far no company have provided results showing neither capacity or power saving gains making use of inter-PDU Set dependencies for discarding or any other purpose in RAN. Actually the opposite have been shown in earlier evaluations during Rel18, e.g. in R2-2210687 and R2-2210688. An example of the results is shown in Figure 1, where prioritization of different frames in a GoP model is evaluated (a model which contain dependencies between I- and P-frames). The evaluations show no gains, in fact there is a negative impact on XR capacity by deploying such prioritization. 
 [image: A graph of a number of ues per cell
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[bookmark: _Ref165028565]Figure 1 - Evaluation of for frame dependence. Here, if a frame is missing, then all dependent frames are marked as missing as well for multi-flow GoP traffic with PF scheduler.
It should be noted that there is already possible with the Rel18 solution of PSI discarding to do differentiated discarding of different importance levels of PDU Sets, e.g. I- and P-frames. This can also be a possible way of doing differentiated discarding of dependent frames, as according to SA4 high importance PDU Sets (I-frames) is likely to be the key frames that have frames dependent on them while low important PDU Sets (P-frames) likely have less dependencies.
Because of above reasons we suggest that RAN2 respond to SA2 that there is no indication of the usefulness of any PDU Set dependency information.
[bookmark: _Toc165296811][bookmark: _Toc166145653]RAN2 responds to SA2 that no improvement has been seen through addition of inter-PDU Set correlation information to assist RAN in discarding decisions.

Question3 [for RAN2 and RAN3]:SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows. 

For RAN to provide available data rate it would require prediction of the future data rates and no such prediction solution is specified. Provisioning the available data rate would depend on a proprietary RAN solution and network implementation, whether, for e.g., there are implemented prediction algorithms capable of deducing what the available data rate for the GBR QoS flow may be. In general, such a prediction is complex to achieve, as any prediction of the current data rate is subject to fluctuate depending on implementation, network load and radio conditions of the UEs. As such the ‘available data rate’ may be extrapolated by estimating the current rate of UE. However, due to mobility, interference, varying radio conditions, obstacles etc. the prediction is likely outdated by the time it is being signaled to the CN.
[bookmark: _Toc166145643]RAN can only measure, by means of implementation, the ‘current data rate’ of a UE. It is not possible to measure future data rates.
[bookmark: _Toc166145644]The measured ‘current data rate’ may fluctuate rapidly depending on implementation, network load and radio conditions.
[bookmark: _Toc166145645]Predicting the current data rate as the ‘available data rate’ is likely outdated by the time the information reaches the CN
We further note that by definition of non-Guaranteed Bit Rate (GBR) QoS flows the DRBs handling such traffic in RAN is not committing to provide any guarantees of a target rate and may be superseded when a GBR QoS flows arrives. As such it makes very little sense for RAN to advertise an ‘available data rate’ to the CN for which it is not committed to uphold.  Additionally for non-GBR QoS Flows the data rate is not dedicated to a specific non-GBR QoS Flow and hence can’t be provided/indicated on per QoS Flow basis.
[bookmark: _Toc166145646]Signaling ‘Available Data rate’ for Non GBR QoS makes little sense as DRBs are not committed to uphold such a promise.
[bookmark: _Toc166145647]For non-GBR QoS Flows the data rate is not dedicated to a specific non-GBR QoS Flow and hence can’t be provided/indicated on per QoS Flow basis

GBR QoS flows on the other hand require RAN to uphold a ‘Guaranteed Bit Rate’ which is signaled from CN. DRBs mapping to GBR QoS flows are thus committed to maintain a certain bitrate. However, even in those scenarios it makes little sense for the RAN to provide an ‘available data rate’ as the RAN has already promised to uphold a target rate.
Finally, it is important to note the importance of keeping a distinct separation between the RAN commitment offered to GBR and non-GBR QoS flows. By introducing RAN signaling of ‘available data rate’ for non-GBR QoS flows blurs the line between the two concepts making the specification overly complex.
In conclusion we suggest RAN2 respond that providing the ‘available data rate’ for (non-)GBR QoS flow is not feasible.
[bookmark: _Toc166145654][bookmark: _Toc165296812]RAN2 respond to SA2 that it is not feasible to provide ‘available data rate’ for (non-)GBR QoS flows as RAN is anyway not committed to uphold any signaled data rates. 
Question4 [for SA4 and RAN2]: In Sol#30, the PSA UPF may identify the size of incoming burst based on N6 protocol, and send it to NG-RAN to assist RAN scheduling.
· To SA4: is it possible that the application server provides the burst size in the first packet of the burst via N6? 
· Does RAN2 think the burst size is useful for RAN resource scheduling?

If the burst size is provided up-front i.e. in the first packet of the burst, then such information may in theory be used similar to how PDU Set size may be used, e.g. for scheduling purpose. However only if the burst is different from the PDU Set size, i.e. the burst encompasses multiple PDU Sets, it provides any additional benefit over the PDU Set size. In that case, the burst encompasses multiple PDU Set, there comes additional complexity, e.g. which PDU Sets the burst relates to. Burst size is thus not as straight forward to use as the PDU Set size and introduces more complexity with questionable benefit. We therefore propose that RAN2 answers that the burst size has questionable benefit for RAN resource scheduling.
[bookmark: _Toc165296813][bookmark: _Toc166145655]RAN2 responds that Burst Size is only useful if it is provided up-front and even then has questionable usefulness for RAN resource scheduling.

Question6 [for RAN2 and RAN3]: In the attached S2-2405372, it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.

The attachment outlines methods for the NG-RAN to provide DL PDU Set delay and loss Rate information to the application through the CN. However, it is very unclear what usefulness such limited information has at the application side. It should already be possible for the application to measure/estimate the true loss of packets and packet delay at the receiver. Measuring the RAN delay contributions is likely to add little value to the application. Additionally, it can be questioned why the proposed solution completely omits the measurement of delay and loss in the UL. Why would this information only be valuable in the downlink direction?
We also notice that TS 38.415 (NG-U protocol) specifies already an UL Delay Result information that can be used for this purpose. Therefore the addition of PDU Set Delay information is questionable.

	[bookmark: _Toc36555220][bookmark: _Toc45882589][bookmark: _Toc51762898][bookmark: _Toc64446378][bookmark: _Toc88652297][bookmark: _Toc162446539]5.5.3.16	UL Delay Result
Description: This field indicates the uplink delay measurement result which is the sum of the delay incurred in NG-RAN (including the delay at gNB-CU-UP, on F1-U and on gNB-DU), the delay over Uu interface and the delay in the UE in milliseconds for the involved QoS flow. It is used only in the uplink direction and encoded as an Unsigned32 binary integer value. The UPF shall, if supported, use this information to calculate UL or RTT delay as specified in TS 23.501 [5].
Value range: {0..232-1}.
Field length: 4 octets.





[bookmark: _Toc166145648]The usefulness of PDU Set delay and loss rate information is unclear.
[bookmark: _Toc166145649]The application has better ways to measure/estimate the PDU Set loss rate and delay.
[bookmark: _Toc166145650]It is unclear why the proposed PDU Set delay and loss rate information would only be useful for DL traffic, why is the UL omitted?
In our view the measurement of delay and loss rate of PDU Sets in RAN would not be straight forward, especially if UM mode is used which is the common mode suitable for low latency services. If using UM it comes with the same estimation problems as raised in the discussion on the AL-FEC LS. For any solution to work it would imply adding implementation complexity in RAN.

[bookmark: _Toc165296814][bookmark: _Toc166145656]RAN2 responds to SA2 that it is not feasible to measure PDU Set delay and loss rate and it will come with added implementation complexity in RAN.

Conclusion
In the previous sections we made the following observations: 
Observation 1	RAN can only measure, by means of implementation, the ‘current data rate’ of a UE. It is not possible to measure future data rates.
Observation 2	The measured ‘current data rate’ may fluctuate rapidly depending on implementation, network load and radio conditions.
Observation 3	Predicting the current data rate as the ‘available data rate’ is likely outdated by the time the information reaches the CN
Observation 4	Signaling ‘Available Data rate’ for Non GBR QoS makes little sense as DRBs are not committed to uphold such a promise.
Observation 5	For non-GBR QoS Flows the data rate is not dedicated to a specific non-GBR QoS Flow and hence can’t be provided/indicated on per QoS Flow basis
Observation 6	The usefulness of PDU Set delay and loss rate information is unclear.
Observation 7	The application has better ways to measure/estimate the PDU Set loss rate and delay.
Observation 8	It is unclear why the proposed PDU Set delay and loss rate information would only be useful for DL traffic, why is the UL omitted?

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 reply to SA2 that it is not feasible for NG-RAN to determine whether packets are successfully transmitted on an unacknowledged data bearer.
Proposal 2	RAN2 reply to SA2 that there is no need to add support for dynamic redundancy ratio in RAN as it will likely impact the network performance negatively and is incompatible with the Internet’s congestion control algorithms.
Proposal 3	RAN2 responds to SA2 that no improvement has been seen through addition of inter-PDU Set correlation information to assist RAN in discarding decisions.
Proposal 4	RAN2 respond to SA2 that it is not feasible to provide ‘available data rate’ for (non-)GBR QoS flows as RAN is anyway not committed to uphold any signaled data rates.
Proposal 5	RAN2 responds that Burst Size is only useful if it is provided up-front and even then has questionable usefulness for RAN resource scheduling.
Proposal 6	RAN2 responds to SA2 that it is not feasible to measure PDU Set delay and loss rate and it will come with added implementation complexity in RAN.
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