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1. Introduction
In RAN2-125bis, LCM for both UE-sided and Network-sided models were discussed, and several agreements were made [1]. In this contribution, we provide further discussion on the LCM related to the 1st priority positioning sub use cases (i.e., use cases 1, 3a and 3b). 
2. Discussion
2.1 Network-sided model 
In RAN2-125bis, the following agreements were made regarding LCM for network-sided models [1] (where the agreements relevant to positioning are highlighted):
Agreements
1 RAN2 confirms that UE will not be informed about any gNB/LMF-sided model/functionality management decision (e.g., selection, (de)activation, switching, fallback, etc.)
2 RAN2 confirms that UE will not be involved in any gNB/LMF-sided model/functionality management decision making (e.g., selection, (de)activation, switching, fallback, etc.), except being configured to provide the required measurement/data. 
3 RAN2 focuses on the data collection procedure from UE to NW (e.g., gNB, LMF, or OAM) for the sake of NW-sided model LCM (including training, inference, management).

Agreements:
1 RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
2 For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
3 There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    
4 FFS whether there is specification impact associated to gNB-side model monitoring.
5 For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
6 For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.

2.1.1 LCM for use case 3a 
For case 3a, gNB generates inference (e.g., LOS indicator, timing information) based on the model at the gNB. Therefore, the ground truth is LOS indicator and/or timing information. There are no reports via LPP from the UE to the LMF since Case 3a concerns UL positioning (based on SRS or SRSp configurations), as specified in TS 38.305. Regarding assistance information, the UE receives SRS or SRSp configuration via RRC, i.e., LPP is not used for delivery of assistance information from the LMF to the UE. Therefore, LPP specification should not be impacted for LCM purposes in Case 3a. Since RRC is already used for delivery of SRS configurations to the UE, no specification impacts are expected for LCM purpose in Case 3a. 
Proposal 1: For the LCM of positioning Case 3a, no specification enhancements are needed for LPP.
Proposal 2: For the LCM of positioning Case 3a, no specification enhancements are needed for RRC.
Finally, NRPPa may be used between the LMF and gNB to exchange inference or assistance information (e.g., provision of the ground truth to the gNB from the LMF). As shown in the RAN1 agreement made in RAN1#116b [2], RAN1 is currently discussing whether gNB or LMF performs model monitoring. Given the current situation, the agreement made in RAN2#125b, “For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3”, is sufficient for the discontinuing the discussion in RAN2 related to NRPPa for Case 3a.
	Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation


2.1.2 LCM for use case 3b 
In case 3b, the LMF has the model. The gNB reports measurements made on received SRS or SRSp (SRS for positioning purpose) to the LMF. For positioning use case 3b, there are no reports via LPP from the UE to the LMF since case 3b concern UL positioning (based on SRS or SRSp configurations), as specified in TS 38.305. Regarding assistance information, the UE receives SRS or SRSp configuration via RRC, i.e., LPP is not used for delivery of assistance information from the LMF to the UE. Therefore, LPP specification should not be impacted for LCM purposes in Case 3b also. We also do not see any need to enhance RRC for case 3b.
Proposal 3: For the LCM of positioning Case 3b, no specification enhancements are needed for LPP.
Proposal 4: For the LCM of positioning Case 3b, no specification enhancements are needed for RRC.
2.2 UE-sided model (use case 1)
2.2.1 Capability/Support
The following agreements were made in RAN2-125bis regarding UE capability reporting [1]:
Agreements
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.

As can be seen above, it was captured that a UE indicating that it has support for a certain functionality does not necessarily mean that the UE has a model available for that functionality and that it just means that UE can support the indicated AIML functionality. Thus, we propose:
Proposal 5: For positioning Case 1, the UE indicates that it supports AIML positioning functionality in the LPP-based UE capability reporting.

2.2.2 Need for a new positioning method for Case 1

For Case 1, existing UE-based positioning such as UE-based DL-TDOA can be enhanced to support AIML based positioning. For example, the LMF can send a request to use AIML based positioning, instead of DL-TDOA. The UE needs to make timing measurements for AIML-based positioning, so the current DL-TDOA framework provides a sufficient foundation for AIML-based positioning.
Observation 1: For positioning Case 1, the existing UE based DL-TDOA can be used as the starting point for AIML-based positioning method; There is no need to define a new positioning method for AIML-based positioning method.
Proposal 6: For positioning Case 1, there is no need to introduce a new positioning method; enhance existing UE-based DL-TDOA positioning method to support AIML-based positioning.

2.2.3 LCM signaling
RAN2 has made the following prioritization regarding the LCM flavors to be specified in Rel-19 [1]:
Agreements:
1	For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
2	“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19

Also, in RAN1-116bis, the following agreements were also made regarding performance monitoring for case 1 [2]:
Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.

Under Option A in the agreement, the UE performs performance monitoring. Under Option B, the LMF performs performance monitoring. As RAN2 signalling details depend on which option is selected, our proposal is to wait for the progress in RAN1. 
Proposal 7: For details related to LCM for positioning Case 1, wait for the RAN1 progress on identification of the entity which performs performance monitoring.

3. Conclusions
In this contribution, LCM for the 1st priority positioning sub use cases (use cases 1, 3a and 3b) are discussed, and the following observations and proposals are made:

Observation 1: For positioning Case 1, the existing UE based DL-TDOA can be used as the starting point for AIML-based positioning method; There is no need to define a new positioning method for AIML-based positioning method.

Proposal 1: For the LCM of positioning Case 3a, no specification enhancements are needed for LPP.
Proposal 2: For the LCM of positioning Case 3a, no specification enhancements are needed for RRC.
Proposal 3: For the LCM of positioning Case 3b, no specification enhancements are needed for LPP.
Proposal 4: For the LCM of positioning Case 3b, no specification enhancements are needed for RRC.
Proposal 5: For positioning Case 1, the UE indicates that it supports AIML positioning functionality in the LPP-based UE capability reporting.
Proposal 6: For positioning Case 1, there is no need to introduce a new positioning method; enhance existing UE-based DL-TDOA positioning method to support AIML-based positioning.
Proposal 7: For details related to LCM for positioning Case 1, wait for the RAN1 progress on identification of the entity which performs performance monitoring.
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