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[bookmark: _Ref488331639][bookmark: OLE_LINK103]Introduction
[bookmark: OLE_LINK108]For AI/ML RRM prediction, in the #125bis meeting, RAN2 made the following agreement
[bookmark: OLE_LINK159][bookmark: OLE_LINK160][bookmark: _Hlk165815780][bookmark: OLE_LINK161][bookmark: OLE_LINK162][bookmark: _Hlk165816100]Agreements
1. For cell level measurement prediction model, at least consider the following cases:
Case 1: To predict beam level results, then generate cell level results based on the predicted beam results; 
Case 2: To directly predict cell level results based on cell level results.
Case 3: To directly predict cell level results based on beam level results 
2. We will consider intra-frequency intra and inter-cell spatial domain measurement predictions, for beam and cell level measurements.  
3. For temporal domain measurement prediction, we will consider the AI-PHY beam management Case A and Case B from the RAN1 AI/ML PHY TR and it applies to both beam level and cell level.   As baseline we will focus on pure temporal prediction.  
4. The following items can be considered as a baseline for the prediction accuracy of the cell-level measurement prediction：
5. Spatial-domain prediction： RSRP difference to the actual measurement
6. Temporal prediction:RSRP difference to the actual measurement
7. [bookmark: _Hlk164867178]measurement reduction rate as one KPI
8. As a first step we will focus on measurement prediction accuracy.  FFS whether and what system level performance evaluation is needed

[bookmark: OLE_LINK203]Many evaluation assumptions have been covered in the mail discussion [1], in this paper, we focus on the part that is not included in the email discussion and aim to build an aligned methodology for companies to provide comparable evaluation results.
[bookmark: OLE_LINK102][bookmark: OLE_LINK133]Discussion
[bookmark: OLE_LINK106][bookmark: OLE_LINK174][bookmark: OLE_LINK173][bookmark: OLE_LINK101]For RRM prediction use case, the AI model exploits the temporal/spatial/frequency domain correlation between the observation and prediction instances to make the prediction. The goal of RRM prediction can be categorized in two different directions.
· Goal 1: Use AI RRM prediction for measurement overhead reduction.
· Goal 2: Use AI RRM prediction for handover performance enhancement.
To fairly compare the evaluation results, in this paper, we focus on the discussion of the alignment of observation and prediction assumption and definition of the KPI.
[bookmark: OLE_LINK96][bookmark: OLE_LINK104]Alignment of Observation and Prediction Assumptions
[bookmark: OLE_LINK7][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK95][bookmark: OLE_LINK1][bookmark: OLE_LINK175][bookmark: OLE_LINK33][bookmark: OLE_LINK99][bookmark: OLE_LINK86]Observation and prediction patterns have a significant impact on the prediction results. In this section, we will discuss the observation and prediction assumption for temporal/spatial/frequency domain prediction separately. The intention is to provide aligned assumptions so that evaluation results are comparable. 
[bookmark: OLE_LINK98][bookmark: OLE_LINK100][bookmark: OLE_LINK18]Temporal Domain Prediction
For pure temporal domain prediction, RAN2 agrees to consider the observation/prediction pattern given in the R18 AI-BM Case A and Case B [2]. In Case A, the pattern is described by the observation window and prediction window. According to the consideration of sliding window or not, it can be further split into two different patterns as shown in Figures 1a and 1b. 
[image: ]
Figure 1a: Case A with considering sliding window
[image: ]
[bookmark: OLE_LINK128]Figure 1b: Case A without considering sliding window
[bookmark: OLE_LINK149][bookmark: OLE_LINK130][bookmark: OLE_LINK140]Case A with considering sliding window is a typical setting for Goal 2 and cannot be applied for Goal 1, since the UE will measure all instances, i.e., no measurement reduction in this pattern. In contrast, Case A without considering sliding window is a possible option for Goal 1. UE only measures in the fixed time instance, i.e., each observation window.  The pattern given in Case B [2] is another option for Goal 1, where the measurement is uniformly allocated in each periodicity as shown in Figure 2.
[image: ]
[bookmark: OLE_LINK136][bookmark: OLE_LINK157]Figure 2: Example of Case B - uniform measurement pattern.  
In Case B, the pattern is described by measurement periodicity T where the device measures target every T time instance (uniformly) and predicts the rest part based on the history measurement. 
[bookmark: OLE_LINK167][bookmark: OLE_LINK177][bookmark: OLE_LINK164][bookmark: OLE_LINK166][bookmark: OLE_LINK165]Both Case A and B indicate a specific observation/prediction pattern, however, for evaluation comparison, parameters in both cases should be further discussed as listed Table 1. For Case A, the length of the observation window, the length of the prediction window, the sample interval, and the number of observation instances used for AI model input should be discussed. It should be notice that for Case A without sliding window, UE can use observations across multiple observation windows as AI model input. Therefore, the number of observation instances should be clarified in addition to the length of observation window. For Case B, the periodicity T, the number of observations instances used for AI model input, and the sample interval should be discussed.
[bookmark: OLE_LINK176][bookmark: OLE_LINK151]Observation 1: Case A with sliding window is only applicable for Goal 2 as no measurement is reduced, while Case A without sliding window and Case B are applicable for Goal 1.
[bookmark: OLE_LINK156]Observation 2: Both Cases A and Case B in [3] indicate a specific observation/prediction pattern. The parameters just as listed in table 1 need to be aligned for evaluation comparison.
	[bookmark: _Hlk166053592]
	Parameters that need to be aligned for comparison  

	Case A (without sliding window)
	· Length of observation window
· [bookmark: OLE_LINK178][bookmark: OLE_LINK179]Number of observation instances used for AI model input (note: it could be different from the length of observation window for Case A without sliding window)
· Length of prediction window 
· Sample interval

	Case A (with sliding window)
	

	Case B
	· Periodicity
· Number of observation instances used for AI model input
· Sample interval


[bookmark: OLE_LINK158] Table 1: Parameters for Case A and Case B.  
[bookmark: OLE_LINK111]Consider specific patterns with aligned parameters, e.g., Case A and B, is one possible option for evaluation comparison. Another option is to define the aligned requirement instead of aligned observation/prediction patterns. For Goal 1, the aligned requirements may refer to (1) measurement reduction ratio (2) the number of observation instances used for AI model input. The measurement reduction ratio for temporal domain prediction (MRRT) is defined as
MRRT = 1 – (# of measurement instance/ # of total instance)
[bookmark: OLE_LINK180][bookmark: OLE_LINK150]For Goal 2, the aligned requirement may refer to (1) the number of observation instances used for AI model input (2) predicted instances (could be multiple instances and described by the distance from the current instance) as shown in Figure 3. 
[image: ]
[bookmark: OLE_LINK181]Figure 3: Description of predicted instances
[bookmark: OLE_LINK152][bookmark: OLE_LINK125][bookmark: OLE_LINK141]Proposal 1: For temporal domain prediction, RAN2 discuss 
· Option 1: Consider specific patterns, e.g., Case A and B in [3], and align the corresponding parameters for evaluation comparison.
· Option 2: Consider aligned requirements instead of defining specific patterns. For Goal 1, align the measurement reduction ratio and number of observation instances. For Goal 2, align the number of observation instances and predicted instances with certain predicted distance. 
For temporal domain prediction, it is natural to consider using AI model to predict future measurement results. However, for Goal 1, it is possible to predict the past instance results. For example, use t=1, 4, 7 to predict t=5, 6 in Figure 2. However, this will raise additional discussion about the prediction latency, for simplify, we could first focus on the case that the prediction is only based on previous measurements and targeted to the future measurement results. Other options can be FFS.  
[bookmark: OLE_LINK209][bookmark: OLE_LINK137]Proposal 2: For temporal domain prediction, RAN2 considers the case that uses AI/ML to predict future measurement results. Other options, e.g., predict the past measurement, can be FFS. 
Spatial Domain Prediction
[bookmark: OLE_LINK132]For pure spatial domain prediction, the goal of prediction mainly focuses on the measurement reduction, i.e., Goal 1. The device measures the beam of the observation set, e.g., set B, to predict the beam of the prediction set, e.g., set A, of the same cell. Since observation/prediction patterns can be any combination as shown in Figure 4, it is impractical to discuss the aligned pattern for evaluation comparison. Instead, we can consider the aligned requirement, i.e., measurement reduction ratio, instead of defining specific pattern. The measurement reduction ratio for spatial domain prediction (MRRS) can be defined as
MRRS = 1 – (# of observation beam / # of total beam)
[image: ]
[bookmark: OLE_LINK139]Figure 4: Example of different observation/prediction patterns for pure spatial domain prediction. (32 Tx beam with measurement reduction ratio = 1/4).
[bookmark: OLE_LINK210][bookmark: OLE_LINK138]Proposal 3: For spatial domain prediction, RAN2 focuses on Goal 1, i.e., measurement reduction, and compare evaluation results under the aligned requirement, i.e., measurement reduction ratio which is defined as 1 – (# of observation beams/ # of the total beams). Details of the observation/prediction pattern can be determined and provided by each company. 
Frequency Domain Prediction  
[bookmark: OLE_LINK182][bookmark: OLE_LINK183][bookmark: OLE_LINK8][bookmark: OLE_LINK44]For frequency domain prediction, UE measure MOs in frequency Fa to predict the target in frequency Fb. Due to the RF limitation, UE can only measure one MO in one frequency layer at a time. For simplicity, we can start by studying the two frequency layers case, e.g., Fa and Fb. Since all the measurement of cells in the same MO can be observed, it is nature to discuss the cluster approaches, i.e., use measurement of one set of cells (called measurement cells)to predict the measurement result of the other set of cells (called predict cells), in this use case. The observation and prediction pattern has the following options:
[bookmark: OLE_LINK142]Option 1: Measure cell A in frequency Fa to predict cell B in frequency Fb (cell-specific approach).
Option 2: Measure a set of cells in frequency Fa to predict another set of cells in frequency Fb (cluster approach). 
[bookmark: OLE_LINK168]Proposal 4: For pure frequency domain prediction, RAN2 starts from the two frequency layers case. The observation/prediction pattern could be
· Option 1: measure cell A in frequency Fa to predict cell B in frequency Fb (cell-specific approach).
· Option 2: measure a set of cells in frequency Fa to predict another set of cells in frequency Fb (cluster approach).
· Other cases, e.g., multiple frequency layers (more than 2), can be FFS.
[bookmark: OLE_LINK97][bookmark: OLE_LINK2][bookmark: OLE_LINK83][bookmark: OLE_LINK82][bookmark: OLE_LINK85][bookmark: OLE_LINK34][bookmark: OLE_LINK39][bookmark: OLE_LINK41][bookmark: OLE_LINK54][bookmark: OLE_LINK60][bookmark: OLE_LINK62][bookmark: OLE_LINK65][bookmark: OLE_LINK680]Non-AI Baseline
[bookmark: OLE_LINK145]Non-AI baseline play an important role in evaluation comparison. It helps us to
(1) Show the performance gain from AI approaches 
(2) Provide the comparable baseline performance under the simulation environment of different companies  
[bookmark: OLE_LINK146][bookmark: OLE_LINK147]No matter considers the intermediate KPI, e.g., RSRP difference, or the system level KPI, e.g., HOF. Those metrics needed a baseline to provide useful meaning. For example, considering time-domain prediction for Goal 1, observing a low RSRP difference value from an AI approach does not really mean a benefit from AI, if the non-AI baseline can achieve a lower (or similar) RSRP difference value. It just means that the channel does not change much between two measurement instances. 
[bookmark: OLE_LINK148]For the second purpose described above, some observations can be found in the evaluation results in R18 AI-BM [3]. Even with considering the alignment of the evaluation setting and assumption, the results provided by each company still vary due to simulation platform implementation. An aligned non-AI baseline can provide a performance reference such that we can identify the bias due to the simulation environment from different companies, e.g., both AI and non-AI approaches from Company A are better than other companies.
[bookmark: OLE_LINK155][bookmark: OLE_LINK163]Observation 3: In R18 AI-BM [3] the evaluation results vary in different companies due to the different simulation implementations, even with considering the aligned evaluation settings. A non-AI baseline can provide an aligned performance reference that helps to identify the bias from different companies' simulations.
The non-AI baseline is different from each sub use case. For Goal 1, the baseline of temporal domain prediction can reuse the approach in R18 AI-BM [3], i.e., sample and hold approach, where the measurement result in prediction instance is replaced by result in the nearest observation instance directly. For the spatial domain prediction, we can modify the method in [3], the predicted cell level result can be derived by from the observation set B. For frequency domain prediction, the baseline should be FFS since we may need a measurement schedular/or a basic measurement pattern for non-AI approach. For Goal 2, the baseline of temporal domain  prediction could be the normal measure pattern, e.g., measure all instances, and the baseline of frequency domain prediction should be FFS.  
[bookmark: OLE_LINK153]Proposal 5: RAN2 discuss the non-AI baseline for each use case. The baseline in Table 2 can be the starting point. Other options could be FFS.
	
	Goal 1
	Goal 2

	Temporal 
	Sample and hold
	Measure all instance

	Spatial
	Derive cell level quality from observation set B
	NA

	Frequency 
	Measure all instance based on the MG configuration
	FFS


Table 2: Non-AI baseline for different sub use case.  
[bookmark: OLE_LINK144]RF limitation
Measurement is essential for performing handover as well as enabling CA/DC operation and also a huge overhead for the system, especially when the measurement of multiple measurement objects (MOs) with different frequency layers is needed. 
Measurement of serving and neighbor cells is the fundamental part of any mobility procedure. Due to the RF limitation, a measurement gap is needed for UE to perform the Rx carrier frequency switching. Based on the common understanding, we consider assumptions (1) UE cannot measure different MOs with different frequencies simultaneously (2) UE cannot measure MO with different Rx beams simultaneously (3) If RF retuning is needed, MO can only be measured within MG, this includes inter-frequency measurement and some cases of intra-frequency measurement (e.g., when the DL BWP is not aligned on the target SSB as shown in Figure 5).
 
[image: ]
Figure 5: measurement with measurement gap for intra-frequency cases
Figure 6 provides an example to demonstrate the impact of measurement behavior when the practical RF limitation is considered. Consider a UE with 4 different Rx beams and three different MOs with different frequency layers configured by the NW. Assume all MOs have the same SMTC period and offset (resource conflict) and measurement gap repetition period is the same as STMC period (40ms). Consider a simple measurement scheduler that UE measures all the MO in turn (As we know the measurement selection/scheduler is UE-implementation, here we just use the simplest way to demonstrate the impact of considering RF limitation). UE needs 40*3*4 = 480ms (SMTC * # of MO * # of Rx beams) to measure all measurement targets, which results in a huge measurement latency (i.e., the interval for refreshing the measurement results of the same MO is quite long).   
[image: ]
Figure 6: Illustration of the inter-frequency measurement with RF limitation 
The measurement latency will also affect the HO performance, for example, the high latency may delay the detection of the target cell and thus delay the triggering of the measurement report, which may result in RLF as well as too late HO. Obviously, a shorter measurement gap period configuration can reduce the latency, however, as we mentioned more frequent measurement gap implies more overhead, which should be prevented. 
[bookmark: OLE_LINK154]Observation 4: RF limitations need to be considered, or it will fail to address the impact of measurement gap and measurement latency to the mobility performance. 
Proposal 6: RAN2 consider RF limitation that (1) UE can not measure different MOs with different frequency layers simultaneously (2) UE can not measure a MO with different Rx beams simultaneously (3) UE can only measure a MO within the measurement gap if RF retuning is needed.
[bookmark: OLE_LINK134]Conclusion
Alignment of Observation and Prediction Assumptions
Temporal domain prediction
[bookmark: OLE_LINK208][bookmark: OLE_LINK207][bookmark: OLE_LINK28][bookmark: OLE_LINK37]Observation 1: Case A with sliding window is only applicable for Goal 2 as no measurement is reduced, while Case A without sliding window and Case B are applicable for Goal 1.
Observation 2: Both Cases A and Case B in [3] indicate a specific observation/prediction pattern. The parameters just as listed in table 1 need to be aligned t for evaluation comparison.
Proposal 1: For temporal domain prediction, RAN2 discuss 
· Option 1: Consider specific patterns, e.g., Case A and B in [3], and align the corresponding parameters for evaluation comparison.
· Option 2: Consider aligned requirements instead of defining specific patterns. For Goal 1, align the measurement reduction ratio and number of observation instances. For Goal 2, align the number of observation instances and predicted instances with certain predicted distance. 
Proposal 2: For temporal domain prediction, RAN2 considers the case that uses AI/ML to predict future measurement results. Other options, e.g., predict the past measurement, can be FFS. 
[bookmark: OLE_LINK681]Spatial domain prediction
Proposal 3: For spatial domain prediction, RAN2 focuses on Goal 1, i.e., measurement reduction, and compare evaluation results under the aligned requirement, i.e., measurement reduction ratio which is defined as 1 – (# of observation beams/ # of the total beams). Details of the observation/prediction pattern can be determined and provided by each company. 
Frequency domain prediction
Proposal 4: For frequency domain prediction, RAN2 starts from the two frequency layers case. The observation/prediction pattern could be
· Option 1: measure cell A in frequency Fa to predict cell B in frequency Fb (cell-specific approach).
· Option 2: measure a set of cells in frequency Fa to predict another set of cells in frequency Fb (cluster approach).
· Other cases, e.g., multiple frequency layers (more than 2), can be FFS.
[bookmark: OLE_LINK682]
Non-AI Baseline
Observation 3: In R18 AI-BM [3] the evaluation results vary in different companies due to the different simulation implementations, even with considering the aligned evaluation settings. A non-AI baseline can provide an aligned performance reference that helps to identify the bias from different companies' simulations.
Proposal 5: RAN2 discuss the non-AI baseline for each use case. The baseline in Table 2 can be the starting point. Other options could be FFS.

RF limitation
Observation 4: RF limitations need to be considered, or it will fail to address the impact of measurement gap and measurement latency to the mobility performance. 
Proposal 6: RAN2 consider RF limitation that (1) UE can not measure different MOs with different frequency layers simultaneously (2) UE can not measure a MO with different Rx beams simultaneously (3) UE can only measure a MO within the measurement gap if RF retuning is needed.
[bookmark: OLE_LINK135][bookmark: OLE_LINK110]Reference
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