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1. [bookmark: _Ref166232968]Introduction
RAN2#125bis meeting has come to the following agreement related to functionality-based LCM for AI/ML enhanced positioning [1]:
Agreements for NW-sided model:
1	RAN2 confirms that UE will not be informed about any gNB/LMF-sided model/functionality management decision (e.g., selection, (de)activation, switching, fallback, etc.)
2	RAN2 confirms that UE will not be involved in any gNB/LMF-sided model/functionality management decision making (e.g., selection, (de)activation, switching, fallback, etc.), except being configured to provide the required measurement/data.
3	RAN2 focuses on the data collection procedure from UE to NW (e.g., gNB, LMF, or OAM) for the sake of NW-sided model LCM (including training, inference, management).
4 For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
5 For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.

Agreements for UE-sided model:
6 Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
7 Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
8 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
9 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
10 FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
11 For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
12 “UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19
[bookmark: _Hlk161928446]Due to the yellow highlight part, further input from other WGs is needed for NW-sided model of positioning case, i.e., gNB-sided model for case 3a and LMF-sided model for case 3b. In this paper, we mainly focus on the overall procedure for functionality-based LCM with UE-sided model for direct AI/ML positioning.
2. Discussion
2.1 LCM procedures of UE-sided model for direct AI/ML positioning
Principally, positioning is in general taken charged by LMF. That is, if the functionality is defined in the sub-use case level, it should be LMF that directly decides whether/which functionality to enable. For instance, in use case 1, LMF should be informed of UE’s possession of AI/ML model to support direct AI/ML positioning when UE provides its LPP capabilities. In this way, LMF is able to decide to arrange direct AI/ML with UE -based positioning and to configure UE with positioning assistance data to realize such AI/ML functionality.
Regarding the details of signaling design, it requires to align with the current ASN.1 architecture of NR positioning. In LPP Spec, UE indicates its capability per positioning method way. When AI/ML is introduced, there can be two approaches for such enhancement. The straightforward way is to introduce another positioning method as “AI/ML enhanced positioning method”, which includes indications on all the enhanced measurements required for AI/ML enhanced positioning. Another one can be directly adding the enhanced measuring capabilities under each existing positioning method. If UE indicates its corresponding capability to provide such measurement, it reflects its support of AI/ML capability for different use cases. Therefore, this issue can be further discussed.
Observation 1: 	LMF determines the positioning methods based on factors that may include UE positioning capability.
Proposal 1. [bookmark: _Ref166232753]For AI/ML enhanced positioning, LMF is responsible for functionality-level LCM, i.e., to enable which AI/ML positioning use case for a positioning session.
Proposal 2. [bookmark: _Ref166232777]In use case 1, UE indicates its support of AI/ML direct positioning for UE-based positioning via LPP Provide Capability. FFS the indication granularity is per positioning method or per use case.
Apart from that, RAN1 has come to the following agreements on performance monitoring for case 1 [2].
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label. based on non-AI location calculation
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.


In summary, there can be three situations for positioning use case 1 in functionality-based LCM.
· Situation 1: UE to decide whether to enable functionality, UE to perform performance monitoring.
With no LMF perception of AI/ML enabling, UE autonomously decides to enable AI/ML-based positioning, UE reports AI/ML output of location prediction as the legacy location information.
However, since RAN2 has agreed that “’UE-autonomous, UE’s decision is not reported to the network’ is not considered for Rel-19” and the merits of NR positioning system, the first situation is excluded from WI scope.
· Situation 2: LMF to decide whether to enable functionality, UE to perform performance monitoring.
[bookmark: _Hlk165909170]Based on RAN1 input, UE to achieve performance monitoring, ground truth label of the target UE, position calculation assistance data, PRU measurement or PRU location are needed from LMF within 3GPP architecture.
Observation 2: 	UE performing performance monitoring requires LMF to provide ground truth label, position calculation assistance data, PRU measurement or PRU location.
Logically speaking, if LMF configures UE to perform performance monitoring, or UE itself has intention to perform performance monitoring via request on the above information, it can be realized via LPP Assistance Data Transfer procedure in both proactive/reactive way.
Proposal 3. [bookmark: _Ref166232840]To support monitoring metric calculation at target UE, UE obtains ground truth label, position calculation assistance data, PRU measurement or PRU location from LMF via LPP Request/Provide Assistance Data.
· Situation 3: LMF to decide whether to enable functionality, LMF to perform performance monitoring and to indicate UE about performance metrics to help with model-level LCM.
Based on RAN1 input, LMF to achieve performance monitoring, the model output is needed from UE. Additionally, UE also needs PRU measurement from LMF. 
Since the model output is location estimate, which is already the location information request by LMF as in the legacy positioning session, this can directly reuse LPP Provide Location Information to transmit. And for the PRU measurement part, as mentioned above, LPP Provide Assistance Data can be reused.
Observation 3: 	LMF performing performance monitoring requires UE to provide model inference output; which may additionally require LMF to provide UE with PRU measurement.
Proposal 4. [bookmark: _Ref166232876]To support monitoring metric calculation at LMF, LMF obtains model inference output from UE via LPP Request/Provide Location Information.
Based on the common understanding for positioning use case 1, we illustrate the logical procedure among UE, gNB and LMF in Figure 2.2‑1 to enable direct AI/ML positioning with UE-sided AI model, which is operated by functionality.


[bookmark: _Ref162193274][bookmark: _Ref162269391]Figure 2.1‑1: functionality-level LCM for case1
	0. LMF may request and acquire TRP information from gNB.
1. LMF may request and acquire UE capability of direct AI/ML positioning functionality from UE.
2. LMF determines to enable AI enhanced positioning accuracy with UE-based positioning with model possessed by UE.
3. LMF provides gNB with PRS configuration.
4. LMF provides UE with assistance data.
4a. LMF may provide UE with AI-specific assistance data.
5. LMF requests UE to perform DL measurement and request about location estimation.
6. UE performs DL-PRS measurement.
7. Based on DL-PRS measurement, UE performs model inference and outputs predicted location.
8. UE reports predicted location to LMF.
9. LMF/UE performs performance monitoring.
10. If LMF performs performance monitoring, LMF should indicate UE about performance metrics or whether current model is applicable to help UE with model-level LCM.
11. Based on performance metrics, UE performs model-level LCM without NW perception.


Furthermore, situation 3 may introduce other information from LMF as displayed in Step 10. As agreed by RAN2, “the “network decision, network-initiated” AI/ML management is supported as a baseline”, to enable LMF with capability on management decision, it should indicate the metrics to UE to help with model-level LCM; or it should directly inform UE to disable such functionality on condition that performance suffers. Seeing that obtaining location of target UE is a one-shot procedure to some extent, performance monitoring is evaluating the model for a rather long time. LMF may log the performance of the current positioning session and inform UE in other sessions to not use the exact model corresponding to such session via LPP Assistance Data.
Proposal 5. [bookmark: _Ref166232909]To help UE with model-level LCM, LMF may provide performance metrics or functionality management decision via LPP Request/Provide Assistance Data.
2.2 LCM procedures of NW-sided model
Due to the parallel discussion with other WGs on the interaction procedure for positioning use case 3a (RAN3) and positioning use case 3b (SA2), we suggest waiting for more inputs until RAN2’s input is identified further.
Proposal 6. [bookmark: _Ref166232993]RAN2 to wait for further progress of other WGs on functionality-based LCM for positioning use case 3a/3b.
3. Conclusion
In summary, we make the following proposals on functionality-based LCM for AI/ML enhanced positioning:
Case 1-functionality management
Observation 1:	 LMF determines the positioning methods based on factors that may include UE positioning capability.
Proposal 1	For AI/ML enhanced positioning, LMF is responsible for functionality-level LCM, i.e., to enable which AI/ML positioning use case for a positioning session.
Proposal 2	In use case 1, UE indicates its support of AI/ML direct positioning for UE-based positioning via LPP Provide Capability. FFS the indication granularity is per positioning method or per use case.
Case 1-performance monitoring
Observation 2: 	UE performing performance monitoring requires LMF to provide ground truth label, position calculation assistance data, PRU measurement or PRU location.
Proposal 3	To support monitoring metric calculation at target UE, UE obtains ground truth label, position calculation assistance data, PRU measurement or PRU location from LMF via LPP Request/Provide Assistance Data.
Observation 3: 	LMF performing performance monitoring requires UE to provide model inference output; which may additionally require LMF to provide UE with PRU measurement.
Proposal 4	To support monitoring metric calculation at LMF, LMF obtains model inference output from UE via LPP Request/Provide Location Information.
Proposal 5	To help UE with model-level LCM, LMF may provide performance metrics or functionality management decision via LPP Request/Provide Assistance Data.
Case 3a/3b
Proposal 6	RAN2 to wait for further progress of other WGs on functionality-based LCM for positioning use case 3a/3b.
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