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1 [bookmark: _heading=h.1fob9te]Introduction
In RAN #102 plenary meeting, it was agreed that one of the WI objectives in the Phase 3 XR WID is [1]:

	· Study and if justified, specify aspects related to multi-modality (intra-UE) (with coordination with SA2/SA4 as needed by LS request). Aim to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. [RAN2]. 
· Note: Check in RAN#105 (check also other WG involvement if needed).



In RAN2 #125-bis, the following agreements were made:

	Agreement
· For the purpose of study, RAN2 assumes that UE and gNB have some kind of multi-modal information. FFS what information is needed/useful, e.g. just multi-modal ID, association between the flow, synchronization requirement etc.
· RAN2 will study both UL and DL directions based on the assumption of multi-modality association knowledge at RAN/UE
· RAN2 will focus on analyzing potential usage and benefits (e.g. in terms of capacity and power saving) of multi-modal association knowledge 
· Areas to study include: synchronization between the flows, FFS impact on QoS insurance and other areas. 
· RAN2 assumes that traffic of different modals having different QoS requirements is mapped to different QoS flows
· For different XR traffic flows belonging to the same Multi-modal service and having different QoS requirements, it should be possible to provide differentiated QoS handling over the air. RAN2 should study if that is possible with current mechanism or new ones are needed
· Existing QoS flow to DRB mapping framework is used as a baseline, i.e. up to gNB how to map QoS flows to DRBs.



In this paper, we discuss the support of multi-modality XR in Rel-19.
2 [bookmark: _heading=h.3znysh7]Discussion
As identified by SA [2], for immersive and interactive XR applications, synchronization between different modality components is crucial in preventing a negative impact on the user experience (i.e. viewers detecting lack of synchronization), particularly when the synchronization threshold between two or more modalities is less than the latency KPI for the application.
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Typical synchronization thresholds for immersive multi-modality VR applications [3]

One prime example of an application where XR traffic is multi-modal is Codec Avatar communications [4][5]. The XR traffic consists of various types of data such as videos, audios, avatar codes, pose information, gesture data, control signals, and others. Each of these data types plays a critical role in creating a realistic and immersive experience for the users. For instance, avatar codes capture intricate details about the user's face, body language, and expressions to render a photorealistic avatar at the receiving end. Similarly, pose information and gesture data help accurately represent the user's movements and actions in the virtual space.

Given the diversity of data types involved in Codec Avatar communication, synchronization and coordination among these traffic flows can bring significant benefits in terms of latency, user experience, network capacity, and device power consumption. By carefully managing the transmission of different data types based on their priority, latency requirements, and interdependencies, it is possible to optimize the use of network resources and device capabilities, resulting in a smoother and more seamless user experience.

One approach to achieve this synchronization and coordination is by employing gNB scheduling for dependent XR traffic flows. By prioritizing the transmission of critical data types and scheduling them together, the system can reduce the overall amount of data that needs to be transmitted separately. This leads to lower power consumption on the devices as well as reduced network congestion. Moreover, by ensuring that audio and video streams are synchronized with the corresponding avatar codes and pose information, the system can deliver a more natural and realistic conversation experience to the users.

The following multi-modality information is useful and here's how these can be utilized:

1. Association information of dependent traffic requiring synchronous and coordinated transmission. For example, signaling that video and audio streams need to be transmitted together helps network devices to ensure that these streams are processed and forwarded in a coordinated manner.
2. Synchronization requirement information. For example, video and audio needing to meet a synchronization threshold of 20ms allows the network to configure the transmission parameters accordingly to achieve the desired level of synchronization between different modalities.
3. Relative priority/importance information. For example, during congestion in gaming scenarios, if discard operation is necessary, audio can be discarded prior to video to ensure better QoS for video as it is considered more important than audio in such cases. Conversely, during conversational scenarios where audio takes precedence over video, video frames could be discarded first to maintain acceptable audio quality. This prioritization can be implemented based on the relative importance specified for each modality.

Proposal 1: Support multi-modality information awareness in both DL and UL. 

[bookmark: _heading=h.4d34og8]Proposal 2: Send an LS to SA2/SA4 and ask SA2/SA4 to define the necessary signaling to support multi-modality XR in RAN.
3 Conclusion 
[bookmark: _heading=h.gjdgxs]In this paper, we discuss the support of multi-modality XR in Rel-19. Codec Avatar communications exemplify multi-modal XR traffic involving various data types crucial for creating realistic, immersive experiences. Useful multimodality information includes association, synchronization requirement, and priority information to optimize transmission and resource allocation. 

Proposal 1: Support multi-modality information awareness in both DL and UL. 

[bookmark: _heading=h.4d34og8]Proposal 2: Send an LS to SA2/SA4 and ask SA2/SA4 to define the necessary signaling to support multi-modality XR in RAN.
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NOTE 1: for each media component, “delay” refers to the case where that media component is
delayed compared to the other.





