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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]In the last RAN2 meeting, the following agreements were reached for Network-sided model for Beam Management use cases. 
1. RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
1. For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
1. There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    
1. FFS whether there is specification impact associated to gNB-side model monitoring.

This paper further discusses LCM aspects for Network-sided model for Beam Management use cases.  
Discussion
During the study item phase of AIML over air interface, the following aspects, including the definition of components and necessity, are studied in LCM:
-	Data collection
-	Model training
-	Functionality/model identification 
-	Model delivery/transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Functionality/model monitoring
-	Model update
-	UE capability
In this paper, we mainly discuss the Model inference operation and Functionality/model monitoring for  Beam Management use cases
 
Model inference operation
In the last RAN1 meeting (RAN1#116bis), RAN1 also reached the agreement to use the existing CSI framework for configuration of both Set A and Set B as the starting point:   
Agreement of RAN1#116bis
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications

According to the RAN1 in RAN1#116bis, it was agreed to support the report of more than 4 beam related information in L1 signaling and it is still FFS on the max number of reported beam related information in one report. Even not considering multiple models or different LCM stages, for NW-sided model, the max number of reported beam should be not less than the number of resources in the Set B. If all measurement results of Set B needs to be reported, the overhead may still be too high, and if measurement results of multiple historical time instances are in one report, the payload size of one report is even higher. In this case, it will be not sure if the existing CSI framework for CSI reporting is the best approach for this purpose. RAN2 should look at the possibility to use MAC CE to carry the CSI reporting from UE to gNB to enable the gNB to perform model inference. 

Observation-1: The CSI reporting for AIML Beam management use cases will be larger than normal case considering the multiple historical time instances based report

Proposal-1: RAN2 can look at the potential enhancement with MAC CE from UE to gNB to carry the CSI reporting on top of the existing CSI configuration framework, to support the gNB to perform model inference. 

[bookmark: OLE_LINK75][bookmark: OLE_LINK76]In order to ensure the real-time beam performance, especially in some scenarios of high speed movement (e.g., HST, freeway), NW may need to trigger a periodic beam report, and UE has to perform beam measurement and reporting frequently. Based on BM-Case2, it becomes a reality to use the historical beams to predict the future beam(s), which will greatly save overhead of beam measurement and reporting. Specifically, the measured beams in multiple historical time instances within the observation window are be used to predict the beam(s) in one or more future (or inference) time instance(s) within the prediction window. Therefore, at least within the prediction window, it is unnecessary for UE to perform beam reporting. However, without any further enhancements, one possible approach is that the NW needs to activate or deactivate beam reporting for each cycle before and after the prediction window, which would evidently result in significant signaling overhead. To address this issue, based on the observation window and prediction window, we can consider periodic beam report with discontinuous reception.

Proposal-2: For BM-Case2, consider periodic beam report with discontinuous reception in order to reduce the signaling overhead.

Functionality/model monitoring
In particular, a Network-initiated AI/ML management procedure was discussed and captured in TR38.843, as shown in Figure 1. The Management Instruction in the figure may be a result of model/functionality performance monitoring at the network. The Management Instruction may include information about the model or functionality.



Figure 1: Network decision, network-initiated AI/ML management
Specific to the Beam management use case, in order to enable the UE to monitor the performance of a certain AIML model or functionality. The network should configure the UE with a AIML model ID or functionality ID, which can point to one or a set of measurements the UE needs to conduct. It should be noted that the network may run several AIML model or AIML functionality simultaneously, so then the network needs to retrieve different set of performance measurement at the same time. So then basically, the when the UE reports the performance measurement, the corresponding AIML model ID or functionality ID should be carried as well.    
Proposal-3: AIML model ID or functionality ID should be carried when the network configures the UE to make performance measurement and report. 
Proposal-4: AIML model ID or functionality ID should be carried by the UE performance measurement report for a certain AIML model or functionality to the network.

For AI/ML model performance feedback, methods should be identified to support the monitoring of AI/ML model performance and the required feedback signalling. In previous RAN1 discussion, a number of methods were identified by RAN1, each method has its own application scenario. Supporting more than one monitoring methods as discussed by RAN1 seems inevitable. If the monitoring method is determined at network side, the configuration information of model monitoring method should be provided to the UE. If the monitoring method is determined at UE solely, together with the model monitoring results, it may report to the network, the applied monitoring method.

Proposal-5: Information of AIML performance monitoring methods can be configured to the UE from the network.
Proposal-6: the UE may need to report the monitoring method it applied when reporting the AIML performance measurement to the network. 

Conclusion and Proposal
We have the following proposals:
Observation-1: The CSI reporting for AIML Beam management use cases will be larger than normal case considering the multiple historical time instances based report
Proposal-1: RAN2 can look at the potential enhancement with MAC CE from UE to gNB to carry the CSI reporting on top of the existing CSI configuration framework, to support the gNB to perform model inference. 
Proposal-2: For BM-Case2, consider periodic beam report with discontinuous reception in order to reduce the signaling overhead.
Proposal-3: AIML model ID or functionality ID should be carried when the network configures the UE to make performance measurement and report. 
Proposal-4: AIML model ID or functionality ID should be carried by the UE performance measurement report for a certain AIML model or functionality to the network.
Proposal-5: Information of AIML performance monitoring methods can be configured to the UE from the network.
Proposal-6: the UE may need to report the monitoring method it applied when reporting the AIML performance measurement to the network. 

[bookmark: _In-sequence_SDU_delivery][bookmark: _Ref189809556][bookmark: _Ref174151459][bookmark: _Ref450865335]Reference
[1] [bookmark: _Ref97306808]Chair’s Notes, 3GPP TSG RAN WG1 #116bis
[2] TR38.843
	3/11	
image1.emf
Network

Management

Configuration (e.g., measurement, reporting)

Performance or Assistance Information (e.g., 

measurements)

Management Instruction

UE


Microsoft_Visio_Drawing.vsdx
Network
Management
Configuration (e.g., measurement, reporting)
Performance or Assistance Information (e.g., measurements)
Management Instruction
UE



