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Introduction
During RAN2 #125bis meeting, following agreements were made on NW-side training data collection:
	Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT


In this contribution, we continue discuss potential enhancements to support NW-sided training data collection.
Discussion
Beam management
Data Logging
During RAN2 #125bis meeting, RAN2 discussed whether to support data logging at UE-side or NW-side. To address this question, we first need to understand further about the nature of training data collection, e.g. difference between legacy measurement/reporting and training measurement/reporting, how UE is expected to perform measurements for training data collection, etc.
In BM-Case 1 and BM-Case 2, AI/ML model is used to predict measurement for Set A of beams by using measured data from Set B of beams, where Set B can either be same/subset/different (i.e. not subset) from Set A. During training phase, to generate a model supporting Set B of beams to predict Set A of beams, both sets of beams need to be measured and reported to the network.
It was responded by RAN1 in R1-2310681 [1] that training data collection can be supported with a relaxed latency requirement. It is further explained by RAN1 that relaxed latency means minutes/hours/days, etc. However, RAN1 didn’t specifically mention that this relaxed latency requires UE to log training data. In our understanding, it only means the dataset collected for training can be fed to AI/ML model during model training with relaxed latency (i.e. between measurement being collected and measurement being used as input for model training). This duration can be based on NW implementation. Since offline training is assumed in Rel-19, it is possible for either UE or network to perform data logging and then feed to offline model training in a relaxed latency. Hence, one cannot draw the conclusion that data logging at UE-side is necessary. 
	· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)


Observation 1: It is not clear from RAN1 response whether the relaxed latency is required for UE or network. Relaxed latency requirement means the latency between measurement being collected and measurement being used as input for model training. It doesn’t mean network requires UE perform data logging for offline model training.
A UE is expected to measure only set B which is similar to legacy beam tracking related measurements and using UCI based reporting as agreed by RAN1 (discussed in the companion contribution [2]). To collect training data from UE for NW-side model, a UE may be expected to measure quite a large number of beams i.e., all beams in set A. Compared to legacy beam measurement reporting, data collection for model training can be different due to the fact that the UE may not be measuring such a large number of beams for normal beam tracking. For legacy measurement reporting in CSI framework, UCI is used to transmit L1-RSRP to the network. For training data collection, multiple UCI transmissions maybe required for each set A. Network can schedule the UE and configure UE to measure/report Set A of beam when network load is reasonable and can manage to handle multiple UCI transmissions. The training data can still be collected efficiently and logged at NW-side. 
Proposal 1: Data logging is supported at the NW by network implementation.
On the other hand, UE may not get sufficient scheduling chances by network to report multiple UCIs for training data measurements. Support data logging at UE side allows UE to report measurement data whenever scheduling is possible. However, it should not be mandatory for UE to do so, as the network can always provide suitable scheduling for UE reporting if data logging is not supported by the UE.
Proposal 2: Data logging is optionally supported at the UE for NW-side training data collection.
If data logging is supported at UE-side, it will bring a huge challenge to UE’s power and memory.
In our understanding, it is desirable that the measurements for Set A of beams is not spread over a very long period as the purpose is to train model(s) on relative quality of beams. To avoid UE being overloaded, network can configure the UE only to perform training data collection within a certain period. This can help UE avoid performing training data measurement continuously and hence reduce the power consumption. Moreover, due to limited measured time, it can also reduce the amount of data being generated from training data collection, which further reduce the memory consumption at UE.
It was agreed during RAN2 #125bis meeting that MDT framework can be enhanced for training. In immediate MDT framework, UE can perform measurement at SMTC configured by network, where the measurement report is sent to the network either periodically or based on triggered event. In logged MDT framework, the UE will perform measurements when UE goes to RRC_IDLE/INACTIVE, then report to network when UE goes back to RRC_CONNECTED and requested by the network. Both immediate MDT and logged MDT framework cannot support UE only perform measurements within a time window. Therefore, if data logging is supported at UE-side, immediate MDT or logged MDT needs to be enhanced to configure UE with a time window for NW-side model training data collection.
Proposal 3: If UE supports data logging, for power consumption reduction and memory saving, network configures a time window to UE for NW-side training data collection. 
Associated ID
Associated ID is agreed by RAN1 to ensure consistency between training and inference regarding NW-side additional conditions (if identified).
	Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 


During training data collection, the associated ID is expected to be configured together with other training data collection configurations. Furthermore, when UE sends training data reports to the network, the associated ID should also be reported with UE measurement reports.
Proposal 4: Associated ID is configured to the UE as part of training data collection configuration. UE shall also include associated ID in training data collection report.
Other configuration and reporting apsects
Set A and Set B differenciation in training configuration
As discussed in the above section, for NW-side model training, both Set A and Set B of beams need to be measured, The beam measurement and reporting for Set A and Set B is the same for the UE. The network can know by network implementation whether certain configuration is configured for Set A or Set B of beams. 
One may question that NW can provide different configurations for different set of beams, i.e. one configuration for Set A of beams for training, one configuration for Set B of beams for training and inference. As discussed in the companion contribution [3], it is possible for network to only require UE to perform training data collection, while the AI/ML model is not running for inference. Furthermore, network can also configure different settings for the same set of beams for different purposes (i.e. training and inference). Therefore, it is preferred that network provide one training data collection configuration for both Set A and Set B of beams, another inference data collection configuration for Set B of beams.
Proposal 5: When configuring NW-side training data collection, no need to differentiate configurations for Set A and Set B of beams in RRC signaling. 
Priority of different associated IDs
As discussed in the above sections, the UE may be scheduled with a limited time for reporting. It is true that the model training data collection can be supported in a relaxed latency. However, if performance of a model/functionality drops at the NW-side, within the limited time for training data reporting, UE may need to decide how to effectively report measured data for the model/functionality with degraded performance than others.
Observation 2: UE may need to decide how to send collected training data for multiple associated IDs effectively within a limited scheduling time.
To address the above problem, the network can provide a priority for different associated IDs, indicating the priority level of collected training dataset being reported. With this, UE can report the associated IDs with higher priority before reporting the collected data with associated ID in a lower priority. Based on this, the network can get the expected data more efficiently.
Proposal 6: Network configures reporting priority for training data collection with different associated IDs. UE reports collected data with higher priority to network first when it is being scheduled.
Positioning Accuracy Enhancement
In positioning accuracy enhancement, RAN1 agreed that network can collect channel measurement and ground truth label and their quality indicator, time stamp as training data for AI/ML based positioning use cases.
Case 2b/3b LPP signaling Impact
Following information needs to be collected for Case 2b/3b:
Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning):
· the channel measurement and its related data (e.g., time stamp, quality indicator) are generated by PRU and/or non-PRU UE
· ground truth label (or its approximation) and its related data (e.g. time stamp, quality indicator) are generated by PRU and/or non-PRU UEs with estimated location, and/or LMF
Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning):
· the measurement and its related data (e.g., timestamp, quality indictor) are generated by TRP/gNB
· ground truth label (or its approximation) and its related data (e.g. time stamp, quality indicator) are generated by PRU and/or LMF (FFS on non-PRU UE)
It is defined in TS 37.355 [4] that LPP signaling is used to support data transfer from PRU and non-PRU UEs. Different types of measurement information, including NR-DL-TDOA-SignalMeasurementInformation, NR-DL-AoD-SignalMeasurementInformation, NR-Multi-RTT-SignalMeasurementInformation, and NR-ECID-SignalMeasurementInformation messages, are used to provide different measurement to LMF and ProvideLocationInformation message is used by target device to provide positioning measurements or position estimates to LMF.
It is observed from TS 37.355 [4] that existing measurement singalings already support time stamp and quality reporting for the corresponding measurement reports, as highlighted below in the example of NR:
		nr-AdditionalPathList-r16		NR-AdditionalPathList-r16						OPTIONAL,
	nr-TimeStamp-r16				NR-TimeStamp-r16,
	nr-TimingQuality-r16			NR-TimingQuality-r16,
	nr-DL-PRS-RSRP-Result-r16		INTEGER (0..126)								OPTIONAL,
	nr-Multi-RTT-AdditionalMeasurements-r16
									NR-Multi-RTT-AdditionalMeasurements-r16			OPTIONAL,
	...,


Ground truth label, i.e. location coordinates of the UE, and its related data (e.g. time stamp, quality indicator) are also supported by LocationCoordinates, locationTimestamp, and IntegrityInfo in ProvideLocationInformation message.
Observation 3: Existing LPP signalings already supports reporting of channel measurement/ground truth label (i.e. location coordinates) and its related data (e.g. time stamp, quality indicator) generated by PRU and/or non-PRU UEs to LMF.
Similar as beam management use cases, data logging is not necessarily to be supported at UE-side. If data logging at UE-side is optionally supported by beam management use case, training data collection for positioning accuracy enhancement Case 2b/3b in LPP signaling can consider similar enhancements (e.g. time window, associated ID, priority of reporting, etc).
Proposal 7: Similar as beam management use case, data logging can either be performed at NW-side or UE-side. Data logging at UE-side is optional.
Proposal 8: If UE supports data logging, LPP signaling can consider similar enhancements (e.g. time window, associated ID, priority of reporting, etc).
Case 3a LPP signaling Impact
For case 3a (NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning), RAN1 identified the measurement and its related data (e.g., timestamp, quality indicator) are generated by TRP/gNB, which is collected from gNB to LMF via NRPPa. There’s no RAN2 impact for Case 3a.
Proposal 9: There’s no RAN2 impact to support Case 3a. It is up to RAN3 to enhance NRPPa protocol to support measurement and related data collection.
Conclusion
In this contribution, we discussed the necessarily of supporting UE-side data logging for NW-side model and further propose the time window for UE to collect NW-side model training data is needed to save UE power and memory consumption. We then discussed data collection for NW-side positioning use cases:
We observed and proposed the followings:
Data logging
Observation 1: It is not clear from RAN1 response whether the relaxed latency is required for UE or network. Relaxed latency requirement means the latency between measurement being collected and measurement being used as input for model training. It doesn’t mean network requires UE perform data logging for offline model training.
Proposal 1: Data logging is supported at the NW by network implementation.
Proposal 2: Data logging is optionally supported at the UE for NW-side training data collection.
Proposal 3: If UE supports data logging, for power consumption reduction and memory saving, network configures a time window to UE for NW-side training data collection. 
Associated ID and other configs
Proposal 4: Associated ID is configured to the UE as part of training data collection configuration. UE shall also include associated ID in training data collection report.
Proposal 5: When configuring NW-side training data collection, no need to differentiate configurations for Set A and Set B of beams in RRC signaling. 
Observation 2: UE may need to decide how to send collected training data for multiple associated IDs effectively within a limited scheduling time.
Proposal 6: Network configures reporting priority for training data collection with different associated IDs. UE reports collected data with higher priority to network first when it is being scheduled.
NW-side positioning training data collection
Observation 3: Existing LPP signalings already supports reporting of channel measurement/ground truth label (i.e. location coordinates) and its related data (e.g. time stamp, quality indicator) generated by PRU and/or non-PRU UEs to LMF.
Proposal 7: Similar as beam management use case, data logging can either be performed at NW-side or UE-side. Data logging at UE-side is optional.
Proposal 8: If UE supports data logging, LPP signaling can consider similar enhancements (e.g. time window, associated ID, priority of reporting, etc).
Proposal 9: There’s no RAN2 impact to support Case 3a. It is up to RAN3 to enhance NRPPa protocol to support measurement and related data collection.
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