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1. Introduction

In RAN2#125bis meeting, RAN2 made the following agreements on LCM for NW-sided model [1]:
Agreements

1
RAN2 confirms that UE will not be informed about any gNB/LMF-sided model/functionality management decision (e.g., selection, (de)activation, switching, fallback, etc.)

2
RAN2 confirms that UE will not be involved in any gNB/LMF-sided model/functionality management decision making (e.g., selection, (de)activation, switching, fallback, etc.), except being configured to provide the required measurement/data. 

3
RAN2 focuses on the data collection procedure from UE to NW (e.g., gNB, LMF, or OAM) for the sake of NW-sided model LCM (including training, inference, management).
Agreements:

1 RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
2 For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
3 There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    

4 FFS whether rhere is specification impact associated to gNB-side model monitoring.
5 For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
6 For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.
In this contribution, we will further focus on LCM discussion for NW-sided model except model transfer/delivery part and data collection for model training purpose.
2. Discussion 
In our companion contribution [2], we suggest that LCM discussion on UE-sided model can start from functionality management LCM block. For simplicity, we have the similar suggestion for network-sided model.
In our view, functionality management for network-sided model can be divided into three periods:

Functionality management period 1: the period before functionality/model activation.

Functionality management period 2: the period to activate a functionality/model.

Functionality management period 3: the period after functionality/model is activated.

Figure 1 is the overall signaling flow example on LCM for network-sided model:
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Figure 1 Overall signaling flow example on LCM for network-sided model
In the following sub-clauses, we’d like to organize the discussion based on three periods above.

2.1 Functionality management period 1: the period before functionality/model activation
For functionality management period 1, it’s obvious that functionality/model activation decision is made by network itself for network-sided model. From network point of view, the key task is to get enough assistant info to judge whether the conditions to activate a functionality/model are fulfilled. For network-sided model, we think the following four types of assistant info can be further evaluated:

Type1 assistant info: assistant info via UE capability signaling, e.g. capability parameters associated with AI/ML feature/feature group.
Type2 assistant info: long-term assistant info, e.g. functionality/model meta data.

Type3 assistant info: assistant info via signaling other than UE capability signaling, e.g. additional/applicable condition.
Type4 assistant info: (near)real-time assistant info, e.g. current network configuration and/or resource status and/or other (near)real-time info.
The procedure for network-sided model activation is illustrated in Figure 2 below for information: 
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Figure 2 Model activation decision is made by network itself for network-sided model
For Type1 assistant info, unlike UE-sided model activation case, whether to introduce UE capability enhancement for network-sided model activation depends on the level of UE involvement. If new AS configuration is needed to help the network to do the network-sided model inference, for instance, new RS resource pattern configuration for network-sided model inference, UE capability enhancement may still be needed to support new AS configuration for network-sided model inference; otherwise, UE capability enhancement is not necessary if the network-sided model inference is totally based on legacy AS configuration as in this case, the legacy UE capability still applies.
Observation 1: Whether to introduce UE capability enhancement for network-sided model activation depends on the level of UE involvement.
Even if new AS configuration is needed to help the network to do the network-sided model inference, the discussion will be led by RAN1 considering the R19 use cases are all RAN1-led use cases, so RAN2 can wait more inputs from RAN1 before triggering the discussion.
Regarding to Type2 assistant info (long-term assistant info, e.g. functionality/model meta data), it’s obvious that this kind of info is acquired by network via offline manner for network-sided model control. No UE involvement is needed.
Observation 2: For network-sided model control, Type2 assistant info (long-term assistant info, e.g. functionality/model meta data) is acquired and maintained by network via implementation.
As for Type3 assistant info: assistant info via signaling other than UE capability signaling, e.g. additional/applicable condition. 
We understand whether UE needs to report additional condition to assist network-sided model activation depends on how UE software and/or hardware environment will impact the network-sided model training. If all network-sided models are generalized well regardless what UE software and/or hardware environment we set, in this case, additional condition reporting from UE is not needed as the decision to activate a network-sided model is not UE dependent; otherwise, if network-sided model are trained under certain UE software and/or hardware environment, e.g. UE speed based on RAN1 simulation observation in TR38.843 clause 6, that means this network-sided model are UE dependent network-sided model, network may maintain multiple types of model for the same network functionality and each model type is associated with a different UE software and/or hardware environment, in this case, additional condition reporting from UE may be needed as the network may need UE-sided additional condition to select a network-sided model associated with the reported additional condition.
Table 1 below is an example for UE dependent network-sided model.
Table 1 A example scenario in which multiple models are associated with the same network functionality

	
	Model Type
	Meta data associated with the corresponding type of model

	Functionality 1
	Type 1 Model
	Meta data 1 associated with UE software and/or hardware environment 1

	
	Type 2 Model
	Meta data 2 associated with UE software and/or hardware environment 2

	
	Type 3 Model
	Meta data 3 associated with UE software and/or hardware environment 3

	Functionality 2
	Type 1 Model
	Meta data 1 associated with UE software and/or hardware environment 4

	
	Type 2 Model
	Meta data 2 associated with UE software and/or hardware environment 5


According to the simulation observation in sub-clause 6.3 in TR38.843 for BM use case, UE speed can impact the model performance, so we think UE speed info should be reported to network side for model activation purpose.
Proposal 1: For network-sided model for BM use case, UE speed info is reported to network side for model activation purpose.

2.2 Functionality management period 2: the period to activate a functionality/model

It’s obvious that there is no model activation command over the air when network activates a network-sided model, i.e. network will activate network-sided model internally, but it does not mean that there is no UE involvement. Even for network-sided model inference, the model input may come from UE side. If network-sided model input is based on legacy UE reporting and no new AS configuration is needed to help the network to do the network-sided model inference, in this case, the period to activate a network functionality/model is up to network implementation; otherwise, if network-sided model input is based on new UE reporting or new AS configuration is needed to help the network to do the network-sided model inference, in this case, the period to activate a network functionality/model may have RAN impact.
Even if new AS configuration is needed to help the network to do the network-sided model activation, the discussion will be led by RAN1 considering the R19 use cases are all RAN1-led use cases, so RAN2 can wait more inputs from RAN1 before triggering the discussion.

Proposal 2: For network-sided model for BM use case, RAN2 postpones the discussion on AS configuration for network-sided model activation until there is sufficient progress from RAN1.
2.3 Functionality management period 3: the period after functionality/model is activated
After functionality/model is activated at network side, we think the following LCM functionalities may be further involved:

- functionality/model inference
- functionality/model deactivation
- model switching

- Performance monitoring
- functionality/model fallback.
Let’s discuss one by one.

For functionality/model inference, the analysis highly relies on use case and input part and output part should be considered separately.

For beam management including BM case 1 and BM case 2, RAN1 gave the following guidance in the reply LS [3]:

· For CSI enhancement and beam management use case:

· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.

· For NW-sided model inference, input data can be generated by UE and terminated at gNB.

· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

For network-sided model inference input on BM use cases, input data can be generated by UE and terminated at gNB. In [4], RAN1 further clarified that RAN1 has agreed to consider L1 signalling for this reporting, so RAN2 should leave the discussion on CSI reporting details for network-sided model inference to RAN1 group.
Observation 3: For BM use cases, RAN1 has agreed to consider L1 signalling for CSI reporting for network-sided model inference.
Proposal 3: For network-sided model for BM use case, RAN2 confirms that UE inputs for network-sided model inference will rely on L1 signaling, RAN2 will not further spend time on this aspect. 
As for the AS configuration enhancement for network-sided model inference, we think this part is already covered by P3 above, no need to duplicated the discussion.
For network-sided model inference output on BM use cases, it’s up to network implementation on how to use the model outputs, no further impact over the air.

The next topic is about functionality/model deactivation, we think it’s obvious that functionality/model deactivation decision is made by network itself for network-sided model. From network point of view, the key task is to get enough assistant info to judge whether the conditions to deactivate a functionality/model are fulfilled. For instance, performance monitoring report, this kind of data may be collected by network during the model running period, apart from performance monitoring report, the similar analysis in sub-clause 2.1 can also apply to this model deactivation case.
Proposal 4: For network-sided model for BM use case, if AS configuration(s) is used to imply the activation of a NW-sided model, the release of such AS configuration(s) is used to imply the deactivation of the activated NW-sided model.
There is an FFS for gNB-side model monitoring [1]:
FFS whether rhere is specification impact associated to gNB-side model monitoring.
We understand if system level KPI, e.g. UE throughput, is used for gNB-sided model monitoring, there will be no UE impact as network can calculate system level KPI via implementation; otherwise, if model accuracy, i.e. Beam prediction accuracy, is used for gNB-sided model monitoring, network needs UE to report ground truth label, i.e. ground truth beam measurement results, for NW-sided model performance monitoring.
Proposal 5: For network-sided model for BM use case, if system level KPI, e.g. UE throughput, is used for gNB-sided model monitoring, there will be no UE impact as network can calculate system level KPI via implementation; otherwise, if model accuracy, i.e. Beam prediction accuracy, is used for gNB-sided model monitoring, network needs UE to report ground truth label, i.e. ground truth beam measurement results, for NW-sided model performance monitoring.
The next topic is about network-sided model switching. We understand if network-sided model switching is implemented via new configuration(s) coming from the network side, the similar signaling for functionality/model activation can be reused. In other words, there is no need to differentiate these two LCM procedures if configuration(s) is the trigger condition. 

Proposal 6: For network-sided model for BM use case, RAN2 understands if network-sided model switching is implemented via new AS configuration(s) to UE side, there is no need to differentiate the signaling between model activation and switching.

To help the network to switch NW-sided model, some assistant info from UE side may be considered, according to the simulation observation in sub-clause 6.3 in TR38.843 for BM use case, UE speed can impact the model performance, so we think UE speed info should be reported to network side for model switching purpose.

Proposal 7: For network-sided model for BM use case, UE speed info is reported to network side for model switching purpose.

3. Conclusion
In conclusion, we propose the followings:

Observation 1: Whether to introduce UE capability enhancement for network-sided model activation depends on the level of UE involvement.
Observation 2: For network-sided model control, Type2 assistant info (long-term assistant info, e.g. functionality/model meta data) is acquired and maintained by network via implementation.
Observation 3: For BM use cases, RAN1 has agreed to consider L1 signalling for CSI reporting for network-sided model inference.
Proposal 1: For network-sided model for BM use case, UE speed info is reported to network side for model activation purpose.

Proposal 2: For network-sided model for BM use case, RAN2 postpones the discussion on AS configuration for network-sided model activation until there is sufficient progress from RAN1.
Proposal 3: For network-sided model for BM use case, RAN2 confirms that UE inputs for network-sided model inference will rely on L1 signaling, RAN2 will not further spend time on this aspect. 
Proposal 4: For network-sided model for BM use case, if AS configuration(s) is used to imply the activation of a NW-sided model, the release of such AS configuration(s) is used to imply the deactivation of the activated NW-sided model.
Proposal 5: For network-sided model for BM use case, if system level KPI, e.g. UE throughput, is used for gNB-sided model monitoring, there will be no UE impact as network can calculate system level KPI via implementation; otherwise, if model accuracy, i.e. Beam prediction accuracy, is used for gNB-sided model monitoring, network needs UE to report ground truth label, i.e. ground truth beam measurement results, for NW-sided model performance monitoring.
Proposal 6: For network-sided model for BM use case, RAN2 understands if network-sided model switching is implemented via new AS configuration(s) to UE side, there is no need to differentiate the signaling between model activation and switching.

Proposal 7: For network-sided model for BM use case, UE speed info is reported to network side for model switching purpose.
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