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1	Introduction
[bookmark: _Ref178064866]The topic of UE-side data collection was discussed at length during the Rel.18 SI, and several different options were discussed, some of them with impact in 3GPP and some not. However, eventually no clear conclusion was reached, and according to the new Rel.19 WID the study of UE-side data collection alternatives has to continue in Rel.19.
2	Discussion
Data collection is an essential step to allow UE-side model training. The UE needs to perform and collect radio measurements which will then be used to train a UE-side model. A critical question that arose during the Rel.18 SI is whether the collected data should be transferred to the entity performing the UE-side model training in a transparent or non-transparent way with respect to 3GPP.
The outcome of this discussion was captured in TR 38.843:
	7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1.	UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a)	OTT (TRansparent)
1b)	OTT (non-TRansparent)
2.	UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3.	UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.



We first note that all the options captured in the TR implies that the data collected should eventually end up in the OTT server. This is because during the Rel.18 SI, it was agreed as baseline that the UE-side model training should take place in the OTT server. This is the natural solution, because a proper training may rely on proprietary information related to the UE implementation and on certain measurements that it may be hard to specify in the standard. With this option for example, it will be possible to guarantee consistency between the training data set and the inference at the UE, which very much depends on the physical layer properties of the device. In fact, all the approaches above envisage the possibility for an OTT server (e.g. UE-vendor specific or neutral server) to access the collected data for training purposes.
[bookmark: _Toc163203206]As already captured in the TR, RAN2 focuses in the Rel.19 SI as baseline on the scenario in which the UE-side model training takes place in the OTT server.
Nevertheless, 3GPP nodes may be involved in the process of data collection for UE-side model training, as it is the case for some of the above options. In the following, we analyse the pros and cons of the above options, and propose a way forward.
To this end, in our view options 1a/1b seems to be the most straightforward. Option 1a) does not have any 3GPP impact, i.e. data are autonomously transferred as user plane data by the UE to the OTT server for training purposes. With option 1a), it will not be possible however for the network to exercise any form of control of the collected data, e.g. it will not be possible to perform any sort of traffic management and QoS control of the collected data or to configure policies (e.g. for admission control) for the uploading of the collected data. In a first deployment of AI/ML, such limitations might not be an issue, but with the expected proliferation of AI/ML use cases in future releases and an increase penetration in the field of devices supporting AI/ML features, the amount of collected data and hence the traffic generated for AI/ML purposes might increase dramatically. Hence a completely transparent transfer of collected data to the OTT server might not be desirable in the long term. That is however an option that from RAN2 point of view is feasible, and it does not have any impact in 3GPP.
[bookmark: _Toc163203211]With Option 1a), it will not be possible for the network to exercise any form of control (e.g. traffic management, QoS policies, admission control, etc) of the user plan traffic transferred to the OTT server. No impact in 3GPP is expected.

In option 1b), data is uploaded in a non-transparent way. This means in our view that the UE/OTT server has to interact with 3GPP nodes to allow the transferring of the data to the OTT server. For example, the OTT server or UE may interact with the UPF/gNB to allocate necessary resources for the data transfer and to ensure at the same time that QoS is guaranteed, and that overload at the network is avoided. This option would also allow an operator to set policies and control the transfer of collected data. For example, the operator can configure a gNB/UPF with criteria to allow/disallow the transfer of data and also to control the amount of data that are transferred from the UE to the OTT server. According to this option, once the transferring of collected data is granted, the data collected are transferred as user plane data to the OTT server, so no impact in RAN is expected.
[bookmark: _Toc163203212]With Option 1b), it will be possible for the network to control (e.g. traffic management, QoS policies, admission control, etc) the user plane traffic transferred to the OTT server.
In option 2, data is collected by the CN. To this end, the NWDAF can be the natural choice given that the NWDAF already supports data analytics and it can in principle be extended to support RAN-related AI/ML use cases. In such case, the OTT server in charge of UE-side model training can subscribe at the NWDAF to get the data. Similarly, the OAM can subscribe at the NWDAF as a service consumer to get the analytics information. This seems to be already possible according to TS 23.288. Similar to option 1b) also this option would allow the network to control the traffic transferred to the CN, and set any traffic control policy accordingly.
[bookmark: _Toc163203213]With option 2, the network can control the traffic transferred to the CN node. The OTT server and the OAM can get the data from CN (e.g. NWDAF) by leveraging existing architecture standardized in SA.
The advantage of option 3 seems not clear compared with option 2. If the CN has to be involved, as mentioned above, there seems to be already an architecture in place, e.g. based on the NWDAF, that allows the OAM and an OTT server to access the UE collected data. The OAM would then also need to support the collection of data analytics, and the interaction with the OTT server to trigger the data collection at the UE. As explained above, the same can be achieved with option 2 which can envisage an architecture already standardized in 3GPP.
Hence, the viable options should be option 1a, 1b, and 2. However, given that option 1a does not have any impact in 3GPP, we suggest focusing during the study on option 1b and option 2. 
[bookmark: _Toc163203207]RAN2 considers for the Rel.19 study:
a. [bookmark: _Toc163203208]Option 1b) - non-transparent transfer of collected data to OTT server via user plane
b. [bookmark: _Toc163203209]Option 2 – transferring of collected data to CN, and from CN to OTT server and OAM
In any case, none of the above options seem to have impact in RAN2 work. On the other hand, the feasibility of at least option 1b, and option 2 should be assessed by SA2, so we suggest RAN2 involving SA2 in case option 1b or option 2 are selected.
[bookmark: _Toc163203210]RAN2 considers to involve SA WGs to assess the feasibility of the options 1b) and 2) above and the impact in 3GPP.

[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref134612902]3	Conclusion
[bookmark: _Ref189046994]In the previous sections we made the following observations: 
Observation 1	With Option 1a), it will not be possible for the network to exercise any form of control (e.g. traffic management, QoS policies, admission control, etc) of the user plan traffic transferred to the OTT server. No impact in 3GPP is expected.
Observation 2	With Option 1b), it will be possible for the network to control (e.g. traffic management, QoS policies, admission control, etc) the user plane traffic transferred to the OTT server.
Observation 3	With option 2, the network can control the traffic transferred to the CN node. The OTT server and the OAM can get the data from CN (e.g. NWDAF) by leveraging existing architecture standardized in SA.
Based on the discussion in the previous sections we propose the following:
Proposal 1	As already captured in the TR, RAN2 focuses in the Rel.19 SI as baseline on the scenario in which the UE-side model training takes place in the OTT server.
Proposal 2	RAN2 considers for the Rel.19 study:
a.	Option 1b) - non-transparent transfer of collected data to OTT server via user plane
b.	Option 2 – transferring of collected data to CN, and from CN to OTT server and OAM
Proposal 3	RAN2 considers to involve SA WGs to assess the feasibility of the options 1b) and 2) above and the impact in 3GPP.
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