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1	Introduction
As seen from the functional framework in TR 38.843 (see Figure below), AI/ML “management” (which in a way encompasses the concept of LCM) is mainly linked to the inference process, training and data collection (we keep storage out of discussion, as that function is only intended as a reference point).  


Figure 1: Functional framework for AI/ML for NR Air Interface (as taken from TR 28.843).
This paper is to address functionality-based LCM for AI/ML models in the NW-side-. To do so, we focus on the beam management and positioning use cases, while discussing what is needed to enable the NW to:
· Train,
· Perform inference, and
· Monitor its functionalities.
2	Beam management
For this use case, and as we argued during the Study Item phase, the focus and responsibility of the NW-side management should be on the gNB. Hence, in the subsections that follow we only focus on gNB-side training, inference and monitoring.
[bookmark: _Toc163203693]For the beam management use case, the gNB is responsible for the LCM.
2.1	gNB-side model training
For gNB-side model training, there is a need for the NW to gather the necessary information from the UE. The question then is whether we rely on the legacy UCI reporting configuration, or if there is a need to consider a separate one.
In this regard, since the data and the purpose of it is different from what legacy UCI reporting is used for (i.e., ACK, scheduling request and CSI), our view is that one should have a separate configuration.
Let us further develop our view. First, the requirements associated with data collection for AI/ML model training are different. Unlike conventional UCI reporting, which primarily serves control and scheduling purposes, data collection for model training demands a more comprehensive and diverse dataset encompassing various network conditions, traffic patterns, and UE behaviours. Therefore, relying on the legacy configuration could lead to suboptimal performance or inefficient resource utilization.
[bookmark: _Toc163203685]There may be new/different requirements for data collection for gNB-side model training purposes.
Instead, by having a UE measurement and reporting configuration specifically tailored for gNB-side model training, we foresee a gain in flexibility and control over the data collection process. This enables finer granularity in defining reporting parameters, such as sampling rates, coverage areas, and data types, optimized explicitly for AI/ML training purposes. Moreover, it facilitates seamless integration with evolving AI/ML frameworks and use cases. Additionally, it ensures smooth coexistence with the legacy type of measurements and reporting which targets “real time” use cases, such as scheduling and link adaptation decisions at the gNB.
[bookmark: _Toc163203686]The radio measurements and related reporting configuration for gNB-side model training (can) target a different use case than the legacy L1 measurement and reporting configurations for the UCI reporting.
Furthermore, distinct configurations alleviate potential conflicts or interference between AI/ML-driven data collection and conventional UCI reporting tasks. In fact, by separating these functionalities, it is then possible to mitigate the risk of resource contention, while ensuring uninterrupted operation of critical control mechanisms. This approach enables for better reliability in deployments, enhancing UE experience and network performance.
[bookmark: _Toc163203687]A separate configuration between the legacy UCI reporting configuration and the one to be used for gNB-side model training reduces resource contention and ensures correct operation of (more) critical control information/mechanism(s).
Given the above we then propose to have a new/separate configuration for gNB-side model training. 
[bookmark: _Toc163203694]RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training.
 2.1.1	RRC-based reporting configuration for data collection
We discuss details about the RRC-based reporting configuration design for NW-side data collection in our contribution in Agenda Item 8.1.3. We think however, that it could be beneficial to reiterate our general view in the present document. 
Since we see benefits in using RRC (rather than UCI) for the reporting of collected data, we propose study the necessary signalling configuration that enables that. For example, in our view for a proper data collection, the UE should log the measurement results associated to certain beam-level measurements and then report them to the gNB via RRC, e.g., on demand, event-based, or periodically. Hence, in our view, the configuration signalling should enable the possibility to indicate which are the radio resources (CSI-RS/SSB) whose measurement results should be logged and reported to the gNB via RRC. 
[bookmark: _Toc163203695]For the RRC-based reporting configuration for NW-side data collection, RAN2 to study the necessary enhancements to the L1 measurement reporting configuration that allows logging beam-level measurement results and reporting the logged data to the gNB via RRC (e.g., periodically, event-based, on demand). 
2.2	gNB-side inference
For gNB-side model inference, the inference process occurs within the gNB and the gNB should ensure that the resources configured for the inference fit the training dataset.
Hence, considering Proposal 1 (i.e., for beam management, the gNB is responsible for the LCM) we do not foresee specification impact for this purpose. 
[bookmark: _Toc163203688]The gNB should ensure that the resources configured for inference fit the training dataset.
[bookmark: _Hlk162943362][bookmark: _Toc163203696]There is no specification impact associated to gNB-side model inference.
2.3	gNB-side monitoring
As it is the case for inference, for gNB-side model monitoring we believe that we should also rely on what is proposed in Proposal 1, i.e., the gNB is responsible for the LCM. 
In this regard, the gNB should monitor its own performances based on the inference process for which the gNB is also responsible for. Hence, we do not foresee specification impact for this purpose.
[bookmark: _Toc163203689]The gNB should monitor its own performance according to the inference process for which it is also responsible.
[bookmark: _Toc163203697]There is no specification impact associated to gNB-side model monitoring.
3	Positioning
3.1	Positioning Architecture 


Figure 3‑1 Overall architecture to support AI based Positioning.
Figure 3‑1 is the architecture agreed in SA2 [3]. The architecture of AI-based positioning is built on top of the Release 17 positioning architecture with AI/ML positioning model deployed in different entities for different cases, and NWDAF. 
NWDAF supports data collection of location information using LCS (finer granularity location information determined by LMF). An NWDAF may contain the following logical functions:
-	Analytics logical function (AnLF): A logical function in NWDAF, which performs inference, derives analytics information (i.e. derives statistics and/or predictions based on Analytics Consumer request) and exposes analytics service i.e. Nnwdaf_AnalyticsSubscription or Nnwdaf_AnalyticsInfo.
-	Model Training logical function (MTLF): A logical function in NWDAF, which trains Machine Learning (ML) models and exposes new training services (e.g. providing trained ML model) as defined in clause 7.5 and clause 7.6.
Whether DWDAF (MTLF)/ LMF will perform model training for LMF-side model, whether LMF will perform inference together with NWDAF (AnLF) will be studied by SA2 first. However, this should not impact RAN2 since the UE protocol termination would happen in LMF, thus from RAN2 perspective only consideration is anyhow interactions between UE and LMF.
[bookmark: _Toc163203690]SA2 study on NWDAF for AI/ML should not impact RAN2.
[bookmark: _Toc161915407][bookmark: _Toc163203698]RAN2 reuses the existing TS 38.305 positioning architecture to support AI/ML based Positioning with consideration that UE, gNB, LMF may also use AI/ML models to improve positioning measurements and/or location accuracies.
3.2	LCM models for Positioning residing on NW side (gNB and LMF)
For Case 3a and Case 3b, which are prioritized use cases for positioning where the model is on the NW side (gNB or LMF), we need to consider how the LCM procedure is performed when the model is in the gNB or LMF.
In our view there may be some interaction between LMF and gNB over NRPPa on managing the gNB’s model. However, this is in scope of RAN3.
Similarly, the LCM procedure of models residing in LMF may also depend upon NWDAF and LMF interaction which is in SA2 scope.
[bookmark: _Toc163203691]For LMF and gNB based models, the LCM of the models is up to RAN3 and SA2.
[bookmark: _Toc163203699]RAN2 specification are not impacted on LCM of the AI/ML Positioning models residing in LMF and gNB.  
3.3	gNB and LMF side model training and inference for case 3a and case 3b
The gNB measures SRS from UE and the measurement can be input for the model training and inference. gNB may also need to obtain UE location as data label for model training. Currently, the location is not known to the gNB. Hence some discussion is needed to decide how the gNB can obtain the UE’s location.
For model training at LMF, UE location and gNB measurements are needed at LMF. LMF may fetch UE location using existing framework (e.g. using LPP requestLocationInformation) and similary can obtain the measurements from gNB using existing NRPPa messages.
[bookmark: _Toc163203692]For case 3a and case 3b, when the model is on LMF side existing signaling can be reused to obtain location and measurements whereas when the model is on the gNB, RAN2 may need to discuss how can gNB obtain UE location. 
A straightforward way to support this is with RRC, i.e., the gNB requests the UE to send the UE location coordinate via RRC, and the UE replies via RRC, as shown in the Figure below.


[bookmark: _Toc163203700]gNB configures UE location reporting while configuring SRS.
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]4	Conclusion
In the previous sections we made the following observations: 
Observation 1	There may be new/different requirements for data collection for gNB-side model training purposes.
Observation 2	The radio measurements and related reporting configuration for gNB-side model training (can) target a different use case than the legacy L1 measurement and reporting configurations for the UCI reporting.
Observation 3	A separate configuration between the legacy UCI reporting configuration and the one to be used for gNB-side model training reduces resource contention and ensures correct operation of (more) critical control information/mechanism(s).
Observation 4	The gNB should ensure that the resources configured for inference fit the training dataset.
Observation 5	The gNB should monitor its own performance according to the inference process for which it is also responsible.
Observation 6	SA2 study on NWDAF for AI/ML should not impact RAN2.
Observation 7	For LMF and gNB based models, the LCM of the models is up to RAN3 and SA2.
Observation 8	For case 3a and case 3b, when the model is on LMF side existing signaling can be reused to obtain location and measurements whereas when the model is on the gNB, RAN2 may need to discuss how can gNB obtain UE location.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For the beam management use case, the gNB is responsible for the LCM.
Proposal 2	RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training.
Proposal 3	For the RRC-based reporting configuration for NW-side data collection, RAN2 to study the necessary enhancements to the L1 measurement reporting configuration that allows logging beam-level measurement results and reporting the logged data to the gNB via RRC (e.g., periodically, event-based, on demand).
Proposal 4	There is no specification impact associated to gNB-side model inference.
Proposal 5	There is no specification impact associated to gNB-side model monitoring.
Proposal 6	RAN2 reuses the existing TS 38.305 positioning architecture to support AI/ML based Positioning with consideration that UE, gNB, LMF may also use AI/ML models to improve positioning measurements and/or location accuracies.
Proposal 7	RAN2 specification are not impacted on LCM of the AI/ML Positioning models residing in LMF and gNB.
Proposal 8	gNB configures UE location reporting while configuring SRS.
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