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1	Introduction
[bookmark: _Ref178064866]The RAN1-led WI on “AI/ML for NR Air Interface” has been approved in RAN#102, December 2023 (see the approved WID in RP-234039). The current WI follows from Rel-18’s Study Item, where the outcome is captured in TR 38.843.
The structure of Rel-19’s WI is as follows:
a) A normative phase, and 
b) A study phase, with a checkpoint at RAN#105 in September 2024. 
For the normative part of the work, RAN2’s focus is on providing specification support for the following:
1. General Life Cycle Management (LCM) framework for one-sided AI/ML models including:
a. Signalling and protocol aspects to “operate” AI/ML functionalities (e.g., selection, (de)activation, switching, fallback).
b. Necessary signalling/mechanism(s) to enable data collection, training, inference, performance monitoring.
c. Signalling mechanism to address applicability reporting of functionalities.
· Note that the focus is on LCM for functionalities. 
2. Specification support to enable the agreed use cases (e.g., specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations, etc…).
 For the study phase, RAN2’s focus is on:
1. Whether/how to enable model identification and model-ID-based LCM, 
2. CN/OAM/OTT collection of UE-sided model training data, 
3. Whether to consider any of the already identified standardised solutions for model transfer/delivery.¨

The time budget for the concerning WGs is presented in the Table below (see RP-232744 for further details) and RAN1’s Work Plan has been presented in R1-2401430.
[image: ]
RAN2’s Agenda Item for the first meeting has been organized as seen below. However, the agenda is expected to “evolve” according to the progress. 
	8.1	AI/ML for NR air interface
(NR_AIML_air-Core; leading WG: RAN1; REL-19; WID: RP-240774)
Time budget: 1 TU
Tdoc Limitation: 4 tdocs 

8.1.1	Organizational
LS, Rapporteur input, including workplan, etc. 

8.1.2	Functionality based LCM 
Contributions should focus on general understanding of LCM procedure (except for data collection and model transfer/delivery), what is required to enable the UE to perform different steps of the LCM procedure, what is the granularity of functionality, dependencies with RAN1 and what is needed from RAN1 to progress in RAN2
Contributions should be submitted in 8.1.2.x for NW sided and UE sided model respectively.  
Two-sided model discussions are out of scope of this AI

Contributions should focus on the beam management use case and 1st prioirty positioning use cases.
.  
Model identification and model transfer/delivery is out of scope of this AI and will be discussed in RAN2#126 after further RAN1 progress
8.1.2.1	LCM for NW-sided model  

8.1.2.2  LCM for UE-sided model  
Including functionality identification, additional conditions and further reporting of applicable functionalities

8.1.3	NW side data collection
Contributions should focus on the mechanisms and principles identified for data collection for network side model training during rel-18
8.1.4	UE side data collection
Study part of WID - Contributions should focus on the mechanisms identified for data collection for UE side model training during rel-18




2	WG responsibility and dependencies with RAN1
2.1	General
As mentioned in the introduction RAN’2 main responsibility for the normative work is to address signalling and protocol aspects to enable the agreed LCM functions and data/information/instruction flows in the functional framework (see Figure 4.4-1 in TR 38.843). In this first meeting, this topic is to be addressed in Agenda Item “8.1.2	 Functionality based LCM”. 
	· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:



[bookmark: _Toc163203424]RAN’2 main responsibility is on the AI/ML general framework for one-sided AI/ML models. In RAN2#125bis, this is covered in Agenda Item 8.1.2.
Nonetheless, the Rapporteur observes the following:
· Whether/how a general framework can be conceived by RAN2 can very much depend on:
· Model sidedness (i.e., UE- or NW-side models) considerations, and
· Particularities from the use cases (e.g., data to collect, measurements to configure, etc…).  
Hence, while RAN2 is marked as the sole responsible WG for this matter (see box above), the Rapporteur understands that RAN1 input still appears to be needed to clarify the above. 
[bookmark: _Toc163203425]RAN1 input seems needed to assess whether/how RAN2 designs a general (LCM) framework.
[bookmark: _Toc163203418]RAN2 can start discussing LCM-related matters but should also consider that RAN1 input is likely expected/needed to progress.
2.2	Agreed use cases
RAN1 is clearly the primary WG when it comes to providing the details to provide specification to enable both:
· AI/ML based DL Tx beam prediction (for both UE- and NW-side models), and
· AI/ML based Direct and Assisted positioning. 
RAN2 should then support these tasks according taking into consideration RAN1’s progress and, eventually, input. 
[bookmark: _Toc163203419]Consider RAN1 input to progress on specification support for the use cases. How this is triggered/done can be discussed in RAN plenary.
Now, when it comes to the positioning use cases, the Rapporteur’s understanding is thar RAN2 should seek to respect the priorities (in red below) captured in the WID.
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning



[bookmark: _Toc163203420]For the positioning sub use cases, RAN2 should seek for their development according to the priorities set in the WID. 
2.3	Study objectives
RAN2 has clearly been left out of the CSI use cases. For which it is the Rapporteur’s understanding that related discussions should be kept in RAN1. 
[bookmark: _Toc163203421]For the time being, CSI use cases related discussions should be kept in RAN1. 
Now, as seen from the WID below, RAN2 and RAN1 have shared responsibilities for the other study objectives:
	· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 



As seen in RAN1’s Work Plan, it has been proposed that RAN2 should lead the discussion on the study objectives captured above. And while the Rapporteur agrees that this should be OK for the first bullet (i.e., CN/OAM/OTT data collection), the Rapporteur is uncertain about RAN2’s lead for the other two. 

In this regard, the Rapporteur believes that the motivation for model identification (and model-ID) should rather come from RAN1. This is a topic that has been already (mostly) discussed/progressed in RAN1 and RAN2 could then support on building the necessary signalling for this, i.e., a model-ID based LCM framework.
The same applies for model transfer/delivery. In fact, RAN2 have already identified solutions and their respective gaps during the study (please check TR 38.843). So, the Rapporteur is inclined to thinking that the needs and motivations for having such standardized procedure(s) should ultimately come from RAN1.  
[bookmark: _Toc163203422]RAN2 can lead the discussion on CN/OAM/OTT data collection for UE-side model training.
[bookmark: _Toc163203423]RAN1 should lead the discussions around: A) The necessity for model identification (RAN2 can then, take on designing model-ID-based LCM procedures accordingly). B) Determining the need to consider standardised model transfer/delivery solutions.  
3	Timeline in RAN2
Being accurate on predicting the development of a WI (perhaps, especially for AI/ML-related discussions) has proven to be challenging. Therefore, the Rapporteur will not plan to agree on an exact timeline. On this matter and to help towards RAN2’s progress, the Rapporteur will aim to provide insights/guidance (when needed) before each meeting. 
Nonetheless, we can try to focus on those meetings until/before the study objectives’ checkpoint (i.e., RAN2#127 in August 2024), where it might be easier to prioritize efforts.
2024
RAN2#125bis (1 TU)
· Align companies’ views prioritizing what has been included in the Meeting Agenda:
· For functionality-based LCM, notice that there is a sub-agenda item for each NW- and UE- side models. 
· For each case, it would be ideal for companies to try to describe the procedure design (e.g., signalling, protocols/messages to be used, etc…) to enable training and “operation phase” (incl. inference, monitoring, management, applicability reporting, etc…).
· On the above, the Rapporteur also thinks that it would be beneficial to provide views on the general mechanism(s) needed to enable, e.g., a UE to access a cell, to train, to signal applicability, to enter the operation phase, etc… 
· As seen by the Chair’s Agenda Item description, for the time being, we should focus on beam management and positioning use cases with priority 1. 
· For the NW-side data collection (Agenda Item 8.1.3) the description in the Agenda is clear and RAN2 should then proceed to design data collection procedures/mechanisms focusing on the principles agreed during the Study Item phase. 
· For UE-side data collection (Agenda Item 8.1.4) the intention would be then to continue the discussion that was not concluded during the Study Item phase, while focusing especially on: 
· (study part) Cover CN/OAM/OTT data collection for UE-side model training
· (study part) Let us try to (re)address data collection principles for   

RAN2#126 (2 TU)
· Continue discussing functionality-based LCM, ideally by having the same structure as for RAN2#125bis
· Considering RAN1 progress, we should eventually start discussing model identification.
· Considering the UE-side data collection discussion progress, and any potential RAN1 agreement, start discussing model transfer/delivery.
RAN2#127 (2 TU)
· This is the last meeting to address objectives under study before the RAN Plenary checkpoint. Due to this RAN2 should try to prioritize those matters and conclude on whether/how (some of) these will make it to normative work.
· For LCM for both NW- and UE-side models, strive to have a general understanding of how these can be achieved, e.g., what kind of mechanisms are needed, which protocols are used, etc. 
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]4	Conclusion
In the previous sections we made the following observations: 
Observation 1	RAN’2 main responsibility is on the AI/ML general framework for one-sided AI/ML models. In RAN2#125bis, this is covered in Agenda Item 8.1.2.
Observation 2	RAN1 input seems needed to assess whether/how RAN2 designs a general (LCM) framework.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 can start discussing LCM-related matters but should also consider that RAN1 input is likely expected/needed to progress.
Proposal 2	Consider RAN1 input to progress on specification support for the use cases. How this is triggered/done can be discussed in RAN plenary.
Proposal 3	For the positioning sub use cases, RAN2 should seek for their development according to the priorities set in the WID.
Proposal 4	For the time being, CSI use cases related discussions should be kept in RAN1.
Proposal 5	RAN2 can lead the discussion on CN/OAM/OTT data collection for UE-side model training.
Proposal 6	RAN1 should lead the discussions around: A) The necessity for model identification (RAN2 can then, take on designing model-ID-based LCM procedures accordingly). B) Determining the need to consider standardised model transfer/delivery solutions.
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