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[bookmark: _Ref488331639][bookmark: _Ref178064866]Introduction
[bookmark: OLE_LINK6][bookmark: OLE_LINK7]The revised work item of Rel-19 XR for NR phase 3 was approved in RAN#103 with the following objective [1]:
	-	Study and if justified, specify aspects related to multi-modality (intra-UE) (with coordination with SA2/SA4 as needed by LS request). Aim to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. [RAN2]. 
NOTE:	Check in RAN#105 (check also other WG involvement if needed).


In this contribution, we provide our considerations on how to support the XR application with multiple QoS flows with multi-modal inter-dependencies.
Discussion
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]2.1 Background
[bookmark: OLE_LINK1]In TS 22.261, there are requirements to support coordinated transmission for multi-modality flows. In some cases, these multiple types of flows, e.g. video/audio stream, and haptic or sensor data for a more immersive experience are linked with/located at a single UE. In other cases, such multiple types of flows are associated with multiple UEs. 
[image: ]
Figure 1. Multi-modal interactive system (in TS 22.261)
TS 22.261 also outlines critical synchronization requirements for multi-modal VR applications, which is useful to avoid a negative impact on the user experience. The table below shows an example of synchronization requirements.
[bookmark: _Hlk87540359]Table 1: Typical synchronization thresholds for immersive multi-modality VR applications (in TS 22.261)
	Media components
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  for each media component, “delay” refers to the case where that media component is delayed compared to the other.



[bookmark: OLE_LINK2]To fulfil the requirements of multi-modal QoS in the downlink direction, SA2 introduced the concept, called the Multi-modal Service ID, to indicate the correlated QoS flows. The MM Service ID interacted among the core network nodes (i.e. AF-> PCF) is used to derive appropriate QoS policies.
	A multi-modal service is a communication service that consists of several data flows that relate to each other and that are subject to application coordination. The data flows can transfer different types of data (for example audio, video, positioning, haptic data) and may come from different sources(e.g. a single UE, a single device or multiple devices connected to the single UE, or multiple UEs).
For the single UE case, it is expected that those data flows are closely related and require strong application coordination for the proper execution of the multi-modal application and therefore, all those data flows are transmitted in a single PDU session.
The Nnef_AFsessionWithQoS service allows the AF to provide, at the same time, for each data flow that belongs to the multi-modal service, a Multi-modal Service ID, the service requirements and the QoS monitoring requirements:
-	The Multi-modal Service ID is an explicit indication that data flows are related to a multi-modal service. The PCF may use this information to derive the correct PCC rules and to apply appropriate QoS policies for the data flows that are part of a specific multi-modal application.
-	The AF may provide QoS monitoring requirements for data flows associated to a multi-modal service to the PCF . The PCF generates the authorized QoS Monitoring policy for each data flow.
NOTE:	In order to start the QoS monitoring for the data flows associated to a multi-modal service within a certain period of time, the PCF needs to receive the QoS monitoring requirements for those data flows from AF within a single request or, in case of multiple requests, within a short period of time.



Observation 1 [bookmark: _Toc163161586]In Rel-18, SA2 already specifies Multi-modal Service ID to identify the multi-modal QoS flows. Such an MM Service ID, known only by AF/PCF, is used to derive appropriate QoS policies for the identified multi-modal QoS flows.

2.2 Potential aspects in RAN2
We recommend that RAN2 gives priority to studying the uplink direction when considering the multi-modality support in the intra-UE cases. When it comes to the downlink direction, SA2/RAN3 can handle the discussion, including e.g. what/how the signalling is exchanged and how to use the exchanged information. We also suggest that RAN2 prioritize packet-level handling over QoS-level handling for multi-modality services. This is because the pure QoS-level mechanism cannot guarantee accurate or expected synchronization/coordination.
[bookmark: _Toc162358935][bookmark: _Toc162518128][bookmark: _Toc163161588]In Rel-19, RAN2 studies packet-level handling for multi-modality service for UL.

To implement packet-level handling for multi-modality, it is natural to involve both the UE and NG-RAN in the entire procedure, as it did in the case of Rel-18 XR supporting the PDU set handling.
Rel-18 XR concludes that the NG-RAN can know the DL PDU set information through the fields in the GTP-U header filled by UPF. And, for the uplink, the UE is agreed to identify the UL PDU set information similar to the downlink direction but how to identify such information depends on the UE implementation.
	[bookmark: _Toc155991761]16.15.2	Awareness
[omitted]
In addition, the UPF can identify PDUs that belong to PDU Sets, and may indicate to the gNB the following PDU Set Information in the GTP-U header:
-	PDU Set Sequence Number;
-	Indication of End PDU of the PDU Set;
-	PDU Sequence Number within a PDU Set;
-	PDU Set Size in bytes;
-	PDU Set Importance (PSI), which identifies the relative importance of a PDU Set compared to other PDU Sets within the same QoS Flow.
5GC may provide XR traffic assistance information to gNB through NG AP TSC Assistance Information (TSCAI) as specified in clause 5.37.8 of TS 23.501[3] (for both GBR and non-GBR QoS flows):
-	UL and/or DL Periodicity;
-	N6 Jitter Information (i.e. between UPF and Data Network) associated with the DL Periodicity.
This assistance information can be used by the gNB to configure DRX to enable better UE power saving.
In addition, 5GC may provide the following information through NG-U as specified in clause 5.37.5.2 of TS 23.501[3]:
-	Indication of End of Data Burst in the GTP-U header of the last PDU in downlink.
This information can be used by the gNB to push the UE back to sleep when possible.
In the uplink, the UE needs to be able to identify PDU Sets and Data Bursts dynamically, including PSI. How this is done is left up to UE implementation but when possible for a QoS flow, this is indicated to the gNB via UE Assistance Information.


On the RAN awareness of the multi-modal inter-dependencies, the most straightforward way is to reuse the design principle mentioned above. Specifically, for the uplink, RAN2 coordinates with SA2 to identify which information should be utilized as well as agrees to leave it to the UE implementation how the information is to be identified. For the downlink, it is up to SA2 to decide whether/how NG-RAN should be aware of the inter-dependencies.
[bookmark: _Toc162358937][bookmark: _Toc162518130][bookmark: _Toc163161589]For the uplink, the UE is required to identify the information related to the multi-modal inter-dependencies. Specifically, RAN2 coordinates with SA2 to identify which information should be utilized as well as agrees to leave it to the UE implementation how the information is to be identified.

In the current implementation, the NG-RAN determines how to link QoS flows with DRB(s) by taking their QoS requirement into account. As there is no strict rule that the QoS flows with the inter-dependencies must have the same/similar QoS requirement, the NG-RAN may consequently map these QoS flows into single or separate DRBs/LCHs. When an uplink grant is available, the MAC entity invokes the LCP procedure to generate an MAC PDU that multiplexes data from the same or different LCHs. The following rules apply in the data selection, 1) Among LCHs, the resource is allocated for LCHs in a decreasing LCH priority order, 2) Within an LCH, the resource is allocated to guarantee the prioritized data volume(i.e. Bj) to be transmitted. 

	[bookmark: _Toc29239842][bookmark: _Toc37296201][bookmark: _Toc46490327][bookmark: _Toc52752022][bookmark: _Toc52796484][bookmark: _Toc155999634]5.4.3.1.3	 Allocation of resources
Before the successful completion of the Random Access procedure initiated for DAPS handover, the target MAC entity shall not select the logical channel(s) corresponding to non-DAPS DRB(s) for the uplink grant received in a Random Access Response or the uplink grant for the transmission of the MSGA payload. The source MAC entity shall select only the logical channel(s) corresponding to DAPS DRB(s) during DAPS handover.
The MAC entity shall, when a new transmission is performed:
1>	allocate resources to the logical channels as follows:
2>	logical channels selected in clause 5.4.3.1.2 for the UL grant with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a logical channel is set to infinity, the MAC entity shall allocate resources for all the data that is available for transmission on the logical channel before meeting the PBR of the lower priority logical channel(s);
2>	decrement Bj by the total size of MAC SDUs served to logical channel j above;
2>	if any resources remain, all the logical channels selected in clause 5.4.3.1.2 are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.
NOTE 1:	The value of Bj can be negative.


This LCP rule was effective in the past, but it is not suitable for the current sync transmission for multi-modal services. The reason is that multi-modal QoS flows may link with separate DRBs with different LCH priorities, or, they may link with a specific DRB whose Bj is less than the data volume of all multi-modal packets buffered. This situation may induce non-sync transmission for the multi-modal services. Thus, we recommend RAN2 to enhance the LCP mechanism to allow the simultaneous transmission of multi-modal packet pairs.
[bookmark: _Toc162518132][bookmark: _Toc163161590]RAN2 studies the LCP enhancement to allow for the transmission of the multi-modal packet pair at the same/similar time. 


Conclusion
We have the following observations:
Observation 1	In Rel-18, SA2 already specifies Multi-modal Service ID to identify the multi-modal QoS flows. Such an MM Service ID, known only by AF/PCF, is used to derive appropriate QoS policies for the identified multi-modal QoS flows.

We have the following proposals:
Proposal 1	In Rel-19, RAN2 studies packet-level handling for multi-modality service for UL.
Proposal 2	For the uplink, the UE is required to identify the information related to the multi-modal inter-dependencies. Specifically, RAN2 coordinates with SA2 to identify which information should be utilized as well as agrees to leave it to the UE implementation how the information is to be identified.
Proposal 3	RAN2 studies the LCP enhancement to allow for the transmission of the multi-modal packet pair at the same/similar time.

[bookmark: _In-sequence_SDU_delivery][bookmark: _Ref189809556][bookmark: _Ref174151459][bookmark: _Ref450865335]Reference
[1] RP-240791 Revised WID on XR (eXtended Reality) for NR Phase 3
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