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A new work item focusing on AI/ML for NR air interface was approved during the recent RAN plenary meeting RAN#102 [1]. To kick off the discussion in the upcoming RAN2#125-bis meeting, the following guidance has been provided:
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models



In this session, we outline the remaining considerations in the normative phase and provide our analysis and recommendations.
AI/ML Control Signalling
In the recent study on AI/ML for NR air interface [2], the agreement reached regarding the signaling procedures for model and functionality LCM is as follows:
	As per the functional framework in Figure 4.4-1, in this clause the signalling procedures for different scenarios for model-ID-based management and/or functionality-based management are exemplified. The procedures can at least be considered for UE-side models. From clause 4.2, these can include scenarios for which the management decision is taken by the network or by the UE. For network-side decision, this can be either network-initiated, or UE-initiated and requested to the network. While for UE-side decision, this can be either event-triggered as configured by the network and where the UE’s decision is reported to the network, or UE-autonomous, with or without UE’s decision being reported to the network.


Discussion: For the use cases identified in the study on AI/ML for NR air interface, i.e., beam management, positioning, CSI prediction and CSI compression, the requirements for some LCM procedures may be similar. Therefore, adopting a unified LCM framework could serve as a baseline to minimize redundancies and specification efforts.

Proposal 1: Ensure that signalling and protocol aspects concerning functionality and model management instructions are unified in LCM procedures for the mentioned use cases, at least for activation, deactivation, and selection.

On the other hand, some functionality and model management instructions, such as switching and fallback, may require unique and distinct procedure steps. It is important to identify specific signaling procedures for the given LCM aspects for both UE-sided and NW-sided models, e.g., switching and fallback might have different trigger criteria (e.g., higher layer performance degradation) for different use cases. 

Proposal 2: RAN2 to explore the possibility of defining specific signaling for particular LCM procedures, such as switching and fallback, distinct for the use case.

Ensuring consistency between training data and real-world conditions is essential, especially in situations where transitioning between different environments or systems occurs. For example, when UE has been trained with one gNB, i.e., gNB A, and then performs a handover to another gNB, i.e., gNB B, consistency between training and inference should be maintained to prevent performance degradation. This can be achieved by ensuring that the behavior and performance of AI/ML models or functionalities remain consistent throughout their life cycles. RAN2 should discuss strategies for achieving this consistency during the functionality and model management processes.
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Figure 1: AI/ML model trained by gNB A used at UE for inference in gNB B

Proposal 3: RAN2 to discuss how to achieve model consistency for each LCM aspect of AI/ML model/ functionality.

Applicable AI/ML Models/Functionalities
It has been agreed in the AI/ML SI [2] that the current framework for UE capability reporting is not suitable for indicating the UE's applicability-related information. This reporting includes, for example, the ability for the UE to report to the network about conditions under which a particular model/functionality is suitable or applicable, as well as whether an AI/ML model/functionality is applicable or not under the current conditions. The legacy UE capability framework is designed for static UE capability reporting. This information typically remains unchanged except in cases of significant updates, such as deployment of a new air interface technology or major software/hardware upgrades. However, the applicability conditions (e.g., scenarios/sites/datasets) may need frequent updates due to potential changes in radio conditions caused by UE movements. In certain use cases and with LCM-enabled functionalities, more dynamic reporting methods may be necessary.

Then, regarding specific signaling, we support enhancing existing signalling for applicability conditions reporting.

Proposal 4: Enhance current signalling for applicability conditions reporting. 

Furthermore, UE may be trained under certain conditions. This could involve specific scenarios or locations, unique properties of the gNB, dataset-specific requirements, or configuration-specific settings.

Proposal 5: RAN2 should discuss the inclusion of specific training information in the applicability reporting.

The agreement below has been reached in the AI/ML SI [2] for reporting information related to applicability:

	7.2.1.6 	Reporting applicability-related information
AI/ML models for a given use case may be tailored towards and applicable to specific scenarios, locations, configuration, deployments, among other factors. In this regard, it is acknowledged that AI/ML models may undergo updates, such as model changes, as an inherent part of their development. Therefore, to ensure efficient network control and management, especially associated to what concerns the UE-side, UEs might have the ability to indicate relevant information about their supported AI/ML models and concerning AI/ML functionalities to the network. This can allow the network to perform decisions regarding, e.g., the (de)activation, or switching of AI/ML functionalities and AI/ML models.
The previously mentioned information could in principle be understood as "applicability-related information" in which the UE could, for example, report to the network conditions under which a model/functionality is applicable/suitable, or whether model(s)/functionality(es) are (non)applicable under the current context. Note, however, that the existing UE capability reporting framework cannot be used for such purposes. 
[bookmark: _Hlk149853075]
Note: How and whether there is a need to enable UEs to report applicability-related information can be further discussed and defined in a normative phase. Mechanisms such as UE Assistance Information can eventually be used as example. 



As indicated, the discussion regarding the need to report UE side applicability-related information has been deferred to the normative phase.

[bookmark: _Int_rSypmQuZ]In order to enhance the efficiency of AI/ML functionality and model management on both UE and NW sides, it is crucial to assess the applicable conditions of UE-sided models and functionalities. 

Proposal 6: RAN2 should evaluate the need to assess the applicable conditions of UE-sided AI/ML models and functionalities to ensure their effective control and management.

If AI/ML model/functionality decision e.g., activation, deactivation, selection, switching, fallback is made by the UE, it can conduct internal evaluations of its supported AI/ML models and functionalities without the need to report the applicable conditions of its AI/ML models and functionalities to NW.

Proposal 7: UE does not need to report its applicability-related information to NW if the LCM decision is made by UE.

If the management decision is made by NW, NW may need to be informed about UE-sided applicability-related information to efficiently control and manage AI/ML functionality and models. In this scenario, RAN2 should consider the proper container for reporting the given information. This will enable NW to make decisions regarding LCM procedures, such as selection, activation, deactivation, switching, and fallback, while considering the applicable conditions of UE-sides AI/ML models and functionalities.

Proposal 8: If the LCM decision is made by NW, RAN2 needs to ensure that NW is informed of the applicability information regarding UE's supported AI/ML models and functionalities for effective network control and management, as well as how to access this information.

Use-case Positioning
The WID[1], lists, among others, the following as objective for RAN2:

	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases




Among the first priority use cases for positioning, the UE sided model is applicable to: 
· Case 1: UE-based positioning with UE-side model, direct AI/ML positioning

Likewise, for the second priority use cases for positioning, the UE sided model is applicable to: 
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

We focus on two aspects of LCM applicable to UE-sided model – i.e. storage of AI/ML model at UE side, and monitoring of models. 

Aspects of LCM applicable to UE-side models, such as model transfer/delivery, model activation/deactivation, switching are excluded from this contribution, pending further RAN1 discussions. 

Model storage 
A UE may store one or more models. A trivial solution would be to store several models at the UE for a given functionality. The inactive models can be loaded, and fed with input data and the output can be recorded. If an inactive model appears to perform better compared to the current active model (based on the outputs of all models), switch to this one.
However, this still leads to running more than one inactive model in parallel and monitoring them. Loading inactive models in parallel and performing inference is computationally expensive for the UE. Furthermore, if the UE is in a sub-region or a set of conditions that more than one model can be applied, there is risk of constant ping-pong between different models. 

Observation 1: Running several AI/ML models in parallel, monitoring them and switching the models is computationally expensive. 

One possible solution is to provide inactive models, with cell-level validity.  This solution works well for assistance data for reference signal, as the configuration of DL-PRS signals that can be measured within region where the UE is located can be assumed. However, with AI/ML models, the performance depends on the propagation scenario, which may vastly vary within the coverage region of a cell.
If we consider an example that a UE inside an indoor factory scenario may experience different channel conditions, even when it is connected to the same cell. Therefore, there may be a need to provide several AI/ML models that are applicable when connected to a given cell. Then, for selected inactive functionalities/models, the expected benefit (performance/QoS) of activating (or switching to) the functionality/model, is balanced against the cost due to selection/activation/ deactivation/switching to the candidate functionality/model, and a functionality/model management decision is being made.

Proposal 9: UE shall request NW to transfer the model, if the UE determines an alternative model would bring better performance / cost tradeoff, based on the estimator provided. 


Model monitoring 
Label-free monitoring of performance 
If the input data distribution to the AI/ML model has similar statistics to the input data distribution used for AI/ML model training, the model can expect to perform well, i.e. it has observed similar data during training phase. If the input data statistics are different, the model may not be suitable for inference. 

Proposal 10: RAN2 shall consider filtering on the input statistics and output statistics (or monitoring output, e.g. position error) using the filtering configuration provided by NW and inform LMF
Alt 1: Report the statistics to LMF for monitoring 
Alt 2: Provide a fault indication, if the statistics differ by a threshold value configured by NW. 

There may be scenarios, where the UE observes certain characteristics behaviour. For example, a UE may observe differences in statistics at certain locations. Alternatively, the network may have observed that a group of UEs observe certain patterns at certain location. To obtain data for training or fine-tuning the network, the UE may be configured to report certain information, in response to configured events. 

Proposal 11: A UE may be configured to collect and report data to NW, if certain events are triggered. 

Ground truth label for monitoring 
Inaccurate ground truth labels may cause error in inference or monitoring. One source of ground truth labels for positioning may come from classical positioning methods already specified based on RAT dependent and RAT-independent techniques. However, AI/ML models are good candidates for deployment in scenarios where the existing classical positioning methods fail to deliver good results. Therefore, the labels from existing positioning methods may not be sufficient to be used as ground truth labels in all cases. 

A ground truth label (the actual position of the UE in case of direct positioning) may not be known for all UEs with the necessary accuracy, or this may not be known at all, except for the PRUs that are provisioned whose position can be assumed to be reasonably accurate. On the other hand, it is reasonable to assume that certain UEs are equipped with on-board sensors, that can provide some information to derive the ground truth labels. For example, A UE can utilize a camera to detect its surroundings, use tags (such as QR codes/NFC tags) to determine its position, etc. 

Proposal 12: RAN2 shall discuss what additional information can be provided to the network entity from the UE to determine the ground truth label, such as: 
· Information from on-board sensors, such as camera and radars 
· Information from processing tags, such as QR codes, NFC tags
Information obtained from other positioning systems deployed in parallel to 3GPP system. 

Proposal 13: UE capability to provide ground truth labels shall be reported to NW. 

Proposal 14: If the UE needs assistance from NW to perform monitoring, then the UE shall send a request to NW, indicating the type of assistance data needed.

Conclusion
In this contribution, we have the following observations and proposals:
Observation 1: Running several AI/ML models in parallel, monitoring them and switching the models is computationally expensive. 

Proposal 1: Ensure that signalling and protocol aspects concerning functionality and model management instructions are unified in LCM procedures for the mentioned use cases, at least for activation, deactivation, and selection.
Proposal 2: RAN2 to explore the possibility of defining specific signaling for particular LCM procedures, such as switching and fallback, distinct for the use case.
Proposal 3: RAN2 to discuss how to achieve model consistency for each LCM aspect of AI/ML model/ functionality.
Proposal 4: Enhance current signalling for applicability conditions reporting
Proposal 5: RAN2 should discuss the inclusion of specific training information in the applicability reporting.
Proposal 6: RAN2 should evaluate the need to assess the applicable conditions of UE-sided AI/ML models and functionalities to ensure their effective control and management.
Proposal 7: UE does not need to report its applicability-related information to NW if the LCM decision is made by UE.
Proposal 8: If the LCM decision is made by NW, RAN2 needs to ensure that NW is informed of the applicability information regarding UE's supported AI/ML models and functionalities for effective network control and management, as well as how to access this information.
Proposal 9: UE shall request NW to transfer the model, if the UE determines an alternative model would bring better performance / cost tradeoff, based on the estimator provided. 
Proposal 10: RAN2 shall consider filtering on the input statistics and output statistics (or monitoring output, e.g. position error) using the filtering configuration provided by NW and inform LMF
Alt 1:  Report the statistics to LMF for monitoring 
Alt 2: Provide a fault indication, if the statistics differ by a threshold value configured by the network. 
Proposal 11: A UE may be configured to collect and report data to NW, if certain events are triggered. 
Proposal 12: RAN2 shall discuss what additional information can be provided to NW entity from the UE to determine the ground truth label, such as: 
· Information from on-board sensors, such as camera and radars 
· Information from processing tags, such as QR codes, NFC tags
Information obtained from other positioning systems deployed in parallel to 3GPP system. 
Proposal 13: UE capability to provide ground truth labels shall be reported to NW. 
Proposal 14: If the UE needs assistance from NW to perform monitoring, then the UE shall send a request to NW, indicating the type of assistance data needed.
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