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1 [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction 
RANP_102 agreed a new work item for AI ML air interface with following objectives for LCM, beam management and positioning:

	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.




In this contribution we provide our views on model inference, model monitoring and model update for both beam management and positioning use cases for UE side model.
2 Discussion
2.1 AI/ML model inference – beam management 
 For the content in the reporting of inference results, following agreement was made in last RAN1 meeting.
	Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.



Considering the beam information, it is essential to include at least the predicted beam index or beam ID along with measurement results. For the UE-side model, when reporting the predicted beam index/ID, it is also crucial to investigate how to report the predicted beams that are not in Set B. Regarding option 3 and option 4, providing the probability information of predicted Top K beams among a set of beams can assist the NW in selecting the optimal beam(s) based on the UE reporting. For option 4 a clear definition of the confidence information associated with the RSRP is needed. 
Option 2 seems to be aligned with the measurement model as specified in 38.300 and figure 1 below whereby both number of good beams along with measurement results and overall evaluation of reporting criteria is provided. This model includes neighbour cell measurements whereas beam measurements are limited to serving cell only:
[image: ]
Figure 1: measurement model from 38.300

Observation 1: Option 2 seems to have a good overlap with the measurement framework for mobility; except for the difference that mobility involves multiple cells including serving cell whereas beam management concerns the serving cell only. The main difference between options 3 and 4 is the definition of probability and confidence, which RAN1 should address.  
Proposal 1: RAN2 to assume that option 2 is the baseline and wait for further progress from RAN1.
As the previous discussion, gNB will configure a set of beams for UE to measure to collect input data. Hence, Set C [1] has been introduced. Set B as the model input can be chosen from Set C. Drawing from our background knowledge, we understand that model input data can be filtered based on specific rules, such as ensuring that the RSRP obtained through measurement is higher than a predefined threshold. 
However, a challenge arises when there may not be enough high-quality input data available for the model. This can lead to two possible outcomes: firstly, inputting inadequate data into the model, resulting in a decline in predicted accuracy. If the predicted accuracy decreases significantly, the predicted beams are unsuitable for link communication. Alternatively, even if there is a decline in predicted accuracy, the results may still satisfy the link quality requirements. No matter whichever is the outcome, the gNB needs to understand the reason of the decline in model performance.  
Hence, when the UE does not collect enough high-quality data for Set B from Set C, it should report to the gNB. Subsequently, the gNB can configure a new set for collecting input data. If the UE still cannot obtain high-quality data in the new set, it indicates that the scenario has changed and is no longer applicable for the current serving model. Model switching or fallback can be considered afterwards. We think this should in general apply to all use cases. 
Proposal 2: At the inference stage, the UE report that the quality of input data has gone bad, to the gNB when the measurement results fail to meet the model's input requirements (applies to both beam management and positioning).

2.2 Model monitoring & update – beam-management
In situations where diverse models are deployed to cater to a common functionality, each specifically designed for distinct scenarios, the initiation of model switching becomes necessary in the event of a failure in the serving model. Model failure is defined by the serving model's incapacity to meet the communication requirements of the link. As discussed in the SI, the NW possesses the capability to manage UE-side models. This entails the NW's ability to indicate the UE-side model to execute various LCM operations, such as model activation, deactivation, update, switching, fallback, and so on. The decisions made by the NW also rely on various pieces of information reported by the UE.
Two situations may arise: one is when the NW possesses detailed information about the UE-side models, including their structures, parameters, and application scenarios, among other details. In this case, the NW can make decisions solely based on the UE reporting certain measurement results or channel estimation results such as RSRP, SINR, or other channel-related information [3]. The other situation is when the NW lacks specific information about the application scenarios of candidate models at the UE-side. In such cases, individual evaluations of the performance of these models are necessary. The UE reports the performance metrics of these candidate models, which can be all or only a subset of them. Subsequently, the selection of the target model is based on their performance.

Observation 2: For known models within the NW for beam management, model selection can rely on channel-related measurements like RSRP, SINR, or other relevant information.
Observation 3: For unknown models within the NW for beam management, select the target model based on the performance of the candidate models obtained through detection.
Proposal 3: For UE side model switching for beam management, no new information is required from the UE.

2.3 Model Monitoring & Update - positioning
Firstly at least one AI/ML model is created and available to be used. That model could correspond to the AI/ML model for positioning in certain areas and/or conditions. The area and conditions where the AI/ML model(s) is/are used maybe subject to change. Whenever, there are some changes, the AI/ML model may no longer be valid or accurate. There is a need to update the existing AI/ML model so that the accurate positioning estimation can still be produced. Inaccurate / obsolete AI/ML model could lead to worse positioning estimate or even worse than the calculation without AI/ML (i.e., legacy NR positioning).
The utilization of multiple models with model selection and switching only address the challenge of high-accuracy positioning across diverse layouts. However, the UE may also encounter bad model quality when the model within each layout may not stay up to date (valid). For instance, consider a scenario in a production line where the configuration/constellation of machines might change. This rearrangement of the environment can impact channel conditions and propagation characteristics, such as LOS.  Continuously employing an outdated model in the UE/gNB may result in compromised positioning performance. In order to mitigate this effect, the implementation of AI/ML model update mechanism becomes essential.  
As for the AI/ML positioning, the UE or gNB receives the AI/ML model from a server (e.g., LMF or dedicated AI/ML server). The AI/ML model is used to produce a set of outputs based on a set of inputs, so called AI/ML inference. AI/ML model inference is performed by UE or gNB depending on the AI/ML cases, for example:
-	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
The environments and the UEs to be positioned may be changed. Hence, the obtained AI/ML model for positioning computation may not be applicable anymore. In certain conditions/scenarios, the obtained AI/ML model requires some updates. However, the AI/ML model updates mechanisms involving various nodes, and various positioning techniques. The validity of AI/ML model can be detected by the radio node which perform AI/ML model inference, e.g., UE and gNB. The server node (e.g., Management function server, LMF) can provides the criteria/conditions to the radio node (e.g., UE / gNB), which comprises model updating criteria/condition(s) to assess whether the deployed model fit the current environment (whether the model is up-to-date).
[bookmark: _Toc163038925]Proposal 4: In order to support AI/ML model update (e.g., in case 1), the AI/ML server/management (e.g., LMF) sends the criteria (e.g., parameters for performance evaluation, thresholds) to the radio node performing AI/ML model inference.
Based on the that criteria information, the UE or gNB performs model monitoring, including computation and measurement to assess the validity of the AI/ML model. Once the model update is detected, the UE or gNB can send an indication to the AI/ML server/management (e.g., LMF) to retrain the given AI/ML model. In case the indication is provided to LMF from UE and gNB then the current protocol can be used, such as LPP and NRPPa, respectively.
Proposal 5: UE to provide an indication of AI/ML model update to the AI/ML server/management (e.g., LMF) for UE side model.




3 Summary
In this contribution, we propose RAN2 to agree following observations and proposals:
Observation 1: Option 2 seems to have a good overlap with the measurement framework for mobility; except for the difference that mobility involves multiple cells including serving cell whereas beam management concerns the serving cell only. The main difference between options 3 and 4 is the definition of probability and confidence, which RAN1 should address.  
Proposal 1: RAN2 to assume that option 2 is the baseline and wait for further progress from RAN1.
Proposal 2: At the inference stage, the UE report that the quality of input data has gone bad, to the gNB when the measurement results fail to meet the model's input requirements (applies to both beam management and positioning).
Observation 2: For known models within the NW for beam management, model selection can rely on channel-related measurements like RSRP, SINR, or other relevant information.
Observation 3: For unknown models within the NW for beam management, select the target model based on the performance of the candidate models obtained through detection.
Proposal 3: For UE side model switching for beam management, no new information is required from the UE.
Proposal 4: In order to support AI/ML model update (e.g., in case 1), the AI/ML server/management (e.g., LMF) sends the criteria (e.g., parameters for performance evaluation, thresholds) to the radio node performing AI/ML model inference.
Proposal 5: UE to provide an indication of AI/ML model update to the AI/ML server/management (e.g., LMF) for UE side model.
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