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1	Introduction
The description of this agenda item for this meeting explains that the focus of the initial work on LCM should be on Functionality Based LCM and procedures other than data collection and model transfer/delivery. The work will be limited to beam management (BM) and positioning priority 1 cases, of which only case 1 applies to this agenda item: UE-based positioning, AI/ML-direct and AI/ML-assisted.
This document will discuss general aspects related to terminology alignment, minimum basic features to deploy a Release 19 AI/ML framework, and specific aspects for BM and Positioning. Additionally, aspects related to functionality identification, additional conditions, and the reporting of applicable functionalities will be discussed.
2	General framework
2.1	Terminology
As we have arrived at the normative phase, we should align the terminologies with the existing specifications in order to enable the legacy framework as a starting point. As such, we aim to enable LCM signaling, alignment of terminologies with specification to minimize the extension of the specification, configuration for inference, data collection for both UE side and NW side models.
It is first of all important to clarify, what the terms “LCM” or “LCM procedures” mean in the context of the 3GPP AI/ML-enabled features at the UE-side. In this context, we note that in general “LCM” includes at least the following components:
a) Implementation of the logic and management functions necessary to activate, deactivate, and switch between AI/ML Functionalities and potentially their associated model(s) (when models are identified) and generate the corresponding signaling information
b) The required RRC, MAC, and DCI signaling procedures between the gNB and UE, i.e. configuration, re-configuration, and release procedures
c) The required LPP signaling procedures between the LMF and the UE, i.e., request and provide location information and assistance data procedures
d) All the proprietary implementation of (at least partially) specified UE, gNB, and LMF behaviour, as a response or trigger for RRC, MAC, DCI, and LPP signaling
This leads us to the important observations: 
Observation 1: LCM (procedures) as such will not be fully specified by 3GPP and only the required RRC, MAC,  DCI, and LPP signaling between the gNB and UE and between the LMF and UE is to be specified in 3GPP as enablers for the LCM procedures.
Proposal 1: For subsequent AI/ML related discussions in RAN2, whenever possible for clarity purposes the terms ‘activate/deactivate/switch’ to be replaced by the usual 3GPP terms like configuration/release/re-configuration and request/provide location information and assistance data.
During the Release 18 study item phase, several control terms were used to describe various functions of artificial intelligence (AI)/machine learning (ML) model life cycle management (LCM). These terms included activation, deactivation, selection, switching, and fallback. Now that the WI has started, we will need to determine protocol-based procedures to enable these LCM functions in a way that integrates with the existing MAC and RRC specifications. To that end, we suggest adopting Table 2.1-1 as a starting point for the discussion on terminology mapping such that we can use MAC and RRC terms in the future. It is not the intention that this table would be part of any specification, but rather it is intended to be used as a way to align amongst each other in future RAN2 TDocs.
Table 2.1-1 Terminology Mapping Between LCM Functions and MAC and RRC Procedures
	AI/ML Functionality Control Function
	MAC
	RRC
	LPP

	Activation
	Activation
Based on RRC-provided index
	Configuration or Reconfiguration
e.g., RRCReconfiguration
	Configuration
LPP Request Location Information

	Deactivation
	Deactivation
Based on RRC-provided index
	Configuration or Reconfiguration
e.g. RRCReconfiguration
	N/A
LPP Procedure Completion, Abortion, or Expiry

	Selection
	Activation
Based on RRC-provided index
	Configuration or Reconfiguration
e.g. RRCReconfiguration
	Configuration
LPP Request Location Information

	Switching
	Deactivation followed by Activation
Based on RRC-provided index
	Configuration or Reconfiguration
e.g. RRCReconfiguration
	Configuration
LPP Procedure Completion, Abortion, or Expiry followed by LPP Request Location Information

	Fallback
	Deactivation followed by Activation
Based on RRC-provided Index
	Pre-configuration or Reconfiguration
e.g., RRCReconfiguration
e.g., Conditional handover-like mechanism
	Configuration
LPP Procedure Abortion followed by LPP Request Location Information



Proposal 2: Adopt Table 2.1-1 as a starting point to map AI/ML LCM terminology to MAC, RRC, and LPP procedures.
2.2	Minimum Basic Features
It is expected as part of the WI scope that by the end of Release 19, the agreements and resulting CRs from this work item should enable the implementation of a deployable AI/ML framework. However, due to the time constraints and wide variety of topics that could be discussed, we think it would be helpful to determine a minimum set of features required to enable the primary use cases: beam management; and positioning.
In order of the procedures required to enable a UE to run an AI/ML functionality with NW awareness, the following are required:
1. Capability exchange for AI/ML capabilities
2. Configuration of AI/ML functionalities
a. For UE-side AI/ML functionalities, the configuration from the gNB or LMF will configure an AI/ML-enabled functionality on the UE.
b. For gNB-side and LMF-side AI/ML functionalities, the configuration from the gNB or LMF will configure new measurements and measurement reports on the UE.
3. Monitoring of UE-side AI/ML functionalities
Observation 2: To enable a UE to run an AI/ML functionality with NW awareness, the following features are required: capability exchange for AI/ML capabilities; configuration of AI/ML functionalities; and monitoring of UE-side AI/ML functionalities.
Proposal 3: RAN2 to focus the first part of the WI on capability exchange for UE-side AI/ML capabilities, configuration of UE-side AI/ML functionalities, and monitoring of UE-side AI/ML functionalities for the beam prediction and positioning use cases.
During the monitoring process of UE-side AI/ML functionality, even if the UE is monitoring as configured by the network, the network still requires monitoring UE’s performance at a high level, which is in part based on decisions it makes or confidence it reports with regard to its AI/ML functionality(ies). As the network has a higher-level view of the performance expected from a UE-side AI/ML functionality based on the feedback from other UEs configured with the same AI/ML functionality, it is possible that network determines that the UE’s model monitoring decisions are not in-line with the decisions made by the other UEs operating under similar conditions and using the same UE-side AI/ML functionality. In this scenario, it could be necessary for the network to take full control of UE-side AI/ML functionality performance monitoring.
Proposal 4: For AI/ML performance monitoring of UE-side, RAN2 to enable of the switching of AI/ML functionality management from the UE to the network if network is not satisfied with UE performance monitoring decisions.
The remaining features that were discussed during the study item were, in no particular order:
1. Proactive and reactive AI/ML model transfer/delivery 
2. Proactive and reactive AI/ML functionality configuration
3. AI/ML functionality continuity through handover
These should be treated with a lower priority until the basic set of LCM related features has been established.
Proposal 5: RAN2 to treat with low priority the following topics: proactive and reactive UE-side model transfer/delivery, proactive and reactive UE-side AI/ML functionality configuration, and UE-side AI/ML functionality continuity through handover.
2.3 Capability reporting signalling mechanism 
Two options are identified for the UE capability reporting framework based on the TR38.843.
Option 1:  The set of UE capabilities for any use-case specific AI/ML-enabled Feature/FG capability is determined based on legacy principles, i.e., all the UE radio capabilities are “static” (as indicated by RAN1 feature excel and designed to be reported in RAN2 signalling) and what UE supports or does not support is clearly visible to the network from the reporting of different IEs in the UE capability information message. Of course, some legacy mechanisms exist also to allow the UE to “complain” to the network of temporary issues (e.g., overheating, MUSIM, gaps, etc.,) with UE assistance information framework. The NeedForGaps framework also allows the UE to indicate in response to a RRC configuration the need for gap or not for a given set of configured band(s) by the network. If this is the principle, the framework available for both of these mechanisms in Release 18 could be used as a baseline for Release 19 AI/ML.
Observation 3: Existing mechanisms such as NeedForGaps and UEAssistanceInformation allow for the UE to indicate temporary unavailability of the configuration related to supported AI/ML enabled feature.
To accommodate the applicability or non-applicability indication of a specific configuration, the UE’s CapabilityInformation indicate to the network the capability of an AI/ML-enabled Feature/FG or use case to signal applicability or non-applicability, i.e. whether a UE possesses a model to support a specific configuration. The NW could query the applicability status for specific configurations. Then, as second enhancement, and only for the AI/ML-enabled Feature/FG (use case) which require this indication, the UE could be further configured by the network to report changes to the current status of the applicability or non-applicability of its reported AI/ML configurations.
Observation 4: An indication that an AI/ML-enabled functionality or a specific configuration whether applicable or non-applicable could be used to convey to the network. 
Option 2: The set of UE capabilities for use-case specific AI/ML-enabled Feature/FG capability is determined based on what the UE temporary supports, and this is visible to the network by UE reporting only a subset of the capabilities (from a full set defined e.g., by RAN1 Feature/FG discussions). This implies that the UE can further indicate to the network by a sort of “delta” of certain capabilities if/when the supported list of capabilities changes (due to radio conditions or UE internal conditions). The frequency of such updates, content and signalling requires a new framework which will consume lot of time in discussions before something reasonable can be agreed. If this is the principle, this means the framework available in Release 18 cannot be used as a baseline. To accommodate the applicability of a specific configuration, a “delta” capability enhancement, under the control of the network, could be added to the UE capability reporting framework wherein “delta” capabilities that are acquired/lost are reported.
Note that for both the above options, the combinations of different AI/ML enabled features can also be signalled e.g., using AI/ML feature combination(s)/combination sets and these can be designed to be either supported at a per UE, per band, per band combination level granularity based on the RAN1 discussions.  Both Option 1 and Option 2 have their pros/cons which must be understood. On one hand, Option 1 offers the basic flexibility required by Release 19 use case and cannot offer the mechanism wherein capabilities beyond the “static” set can be reported. However, Option 2 requires rethinking of the UE capability reporting framework as Release 18 capability reporting framework does not allow “delta” capability signalling. Furthermore, Option 2 may offer the possibility that new capabilities beyond the “static” set may be reported so as such the mechanism is incremental in nature – for example as AI/ML implementation solutions evolve with time.
Observation 5: During the Release 19 WI phase, as there may not be sufficient time, nor actual need by the use case, to study Option 2, it may be wiser to provide the basic framework enabled by Option 1.
Proposal 6: RAN2 to use Release 18 capability reporting framework as a baseline for use-case specific AI/ML-enabled Feature/FG applicable conditions reporting. Enhancements such as adding an indication to report non-applicability of a given configuration can be considered in the scope of Release 19 WI.
3	Beam Management
3.1	Capability
A UE capable of AI/ML-enabled UE-side beam management functionalities must support legacy beam management. Generally, the outputs of legacy beam management and AI/ML-enabled UE-side beam management are the same, except for BM-Case 2 wherein future best beam predictions are signalled. If BM-Case 2 can be generalized to BM-Case1 in terms of reporting, such that the list of time predictions could be 1, then it should be feasible for the UE to report its capability for BM-Case 2 in the same way that it reports its capability for BM-Case 1, except that it reports a number of predictions instances greater than 1. It is important to signal that the UE supports these in an AI/ML-enabled way so that the NW can configure the UE to report when it is using an AI/ML-enabled functionality.
Considering CSI reporting configurations as AI/ML-enabled functionality, the UE capability reporting framework should be used as the baseline when supporting UE related features on beam prediction in Release 19. Reusing the existing capability framework with some additional UE capabilities associated with beam prediction, the NW can configure some CSI reporting configurations to enable BM-Case1 or BM-Case2 beam prediction, and other CSI reporting configurations to enable legacy-like reports. To allow some freedom in the functionality LCM, it is expected that a list of beam prediction related CSI reports configured for the UE.
Observation 6: UE capability reporting framework in TS 38.306 is also relevant as the baseline in RAN2 when enabling CSI reporting configurations applicable to both BM-Case 1 and BM-Case 2 beam prediction.
Proposal 7: RAN2 to use the RRC Capability Exchange procedure as a starting point for exchanging capabilities related to UE-side AI/ML Beam Management for BM-Case 1 and BM-Case 2.
3.2 	Inference
The inputs to a UE-side beam management model are measurements on CSI-RS corresponding to a Set B of beams. However, the distinction between Set A beams and Set B beams is transparent to UE-side AI/ML beam management functionality. The NW will configure the UE with legacy CSI-RS Resources to configure the UE to measure CSI-RS and will configure the UE with legacy CSI-ReportConfigs to report its beam prediction(s).
Observation 7: The distinction between Set A and Set B of beams is transparent to UE-side AI/ML beam management functionality.
Proposal 8: RAN2 to use legacy CSI Resource configurations as a baseline for configuring a UE to measure beams as input to its UE-side AI/ML beam management functionality.
Proposal 9: RAN2 to use legacy CSI-ReportConfig as a baseline for configuring a UE to report beam predictions as outputs from its UE-side AI/ML beam management functionality.
3.3	Performance Monitoring
In [5], the following performance metrics were indicated impacting specification potentially for UE-sided model performance monitoring in the beam management use case:
	Performance monitoring: 
For the performance monitoring of UE-sided model BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
-	Benchmark/reference for the performance comparison, including: 
-	Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
-	Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
-	Signalling/configuration/measurement/report for model monitoring, e.g., signalling aspects related to assistance information (if supported), Reference signals




For the UE-sided model performance monitoring, two types based on which entity monitors the performance were introduced during Release 18 SI. Type 1 focuses on performance monitoring including both NW-side performance monitoring (Option 1) and UE-assisted performance monitoring (Option 2). Type 2 performance monitoring considers UE-side performance monitoring. Type 2 does not require any RAN2 related signalling/triggering enhancements as it is mainly applicable for model-level monitoring. However, Type 1 performance monitoring including both Option 1 and Option 2 may require triggering/signalling enhancements as either NW calculates performance metrics or relevant KPIs (Option1) or UE uses the output of the AI/ML model and calculate the relevant KPI (Alt 1 or Alt 4 as were among the most attractive KPIs during Release 18 SI). However, any discussions on the triggering/signalling of the calculated KPI in RAN2 should be discussed after RAN1 progress on deciding the performance metric KPI. 
Proposal 10: RAN2 to consider triggering/signalling enhancements on Type 1 performance monitoring for UE-side beam management functionality, while detailed design of performance metric KPIs can be up to RAN1 discussion.
4	Positioning
In general, we should strive to reuse as many of the existing message structures that exist in LTE Positioning Protocol (LPP) as possible to ease the implementation of new AI/ML functionalities. To that end, we note that LPP supports the following base message types which should be able to support the requirements of UE-side AI/ML models. These messages include Request and Provide Capabilities, LocationInformation, and AssistanceData. Each of these messages support positioning method-specific sub-messages and support different positioning modes (posMode). 
Observation 8: The set of base message types from LPP, including Request and Provide Capabilities, LocationInformation, and AssistanceData are sufficient to support the requirements of UE-side AI/ML models.
4.1	Capability
The new AI/ML-enabled positioning functionalities will be mapped to new LPP positioning methods, which will be exposed through the LPP capability exchange procedure. For use case 1 UE-side models, the positioning mode could be UE-based, or it could be UE-based-ml if it is found useful to differentiate between legacy and AI/ML-based UE-based positioning. AI/ML-based positioning use cases differ from legacy positioning. For example, AI/ML-based positioning could require monitoring configurations, which could be associated with positioning methods using an AI/ML positioning mode.
Observation 9: AI/ML-based positioning use cases differ from legacy positioning, which could justify new positioning modes.
Observation 10: For use case 1 UE-side models, the positioning mode could be ue-based, or it could be ue-based-ml, to differentiate between legacy and AI/ML-based UE-based positioning.
To add the new positioning mode, if deemed necessary, the existing posMode IE could be extended.
-- ASN1START

PositioningModes ::= SEQUENCE {
	posModes		BIT STRING {	standalone	   (0),
									ue-based	   (1),
									ue-assisted	   (2),
                                    ue-based-ml    (3)
	} (SIZE (1..8)),
	...
}

-- ASN1STOP

Proposal 11: Add new positioning modes (posMode) called ue-based-ml and ue-assisted-ml to the PositioningModes LPP IE to support use case 1 (UE-based AI/ML-direct and AI/ML-assisted) positioning. 
Proposal 12: In ML-based positioning features, an ML functionality is identified by a positioning mode, positioning method, and a configuration. 
Proposal 13: For Case 1 AI/ML positioning functionality capability exchange, use LPPRequestCapabilities and LPPProvideCapabilities.
4.2 	Inference
The AI/ML-enabled positioning cases identified as high priority UE-side functionalities fall under Case 1, which are AI/ML-direct and AI/ML-assisted UE-based positioning. UE-based positioning means that the UE outputs a location estimate. Therefore, other than the characteristics of the location estimate, such as accuracy, the location estimate is identical to that produced by non-AI/ML UE-based positioning methods.
Observation 11: The output of the high priority UE-side functionalities, which fall under Case 1 of AI/ML-enabled positioning, is a positioning estimate, which is identical to the output of legacy UE-based positioning methods.
Proposal 14: For Case 1 AI/ML positioning functionality configuration, use LPPRequestLocationInformation and to send functionality output use LPPProvideLocationInformation.
4.3	Performance Monitoring
A generic mechanism for performance monitoring for UE-side models is described, where the UE is the node responsible for model inference. Whenever UE detects changes in its environment, e.g., in channel conditions or geographical area, it may request assistance from the LMF to perform functionality performance monitoring. Alternatively, the LMF could trigger a monitoring procedure based on its own evaluation of the performance of a UE-side positioning functionality. Next, the LMF could collect the data from various trusted entities as, e.g. PRU and share it with the UE. 
In general, there are two mechanisms for performance monitoring for Case 1 AI/ML positioning:
•	Option 1: In one option, LMF shares with UE only the necessary data for monitoring consisting of measurements collected from PRUs associated with ground truth, and requests UE to report inference output using the provided measurements as input. In this option, LMF is the entity computing the monitoring metric. 
•	Option 2: In another option, LMF can share with UE both: the measurements and associated ground truth labels. In addition, the LMF requests the UE to compute the monitoring metric. UE could subsequently compute and report monitoring metrics to LMF. 
The performance monitoring based on ground truth may be done using a subset of an existent dataset, which previously would be used for training. In this regard, the ground truth quality indicator may be used to assist UE in calculating the monitoring metric. 
Proposal 15: For monitoring UE-side models with or without ground truth, for UE to derive monitoring metric, the LMF provides the UE necessary data for monitoring over LPP which contains:
· Ground truth (e.g., PRU location) including quality indicator of ground truth and associated measurements (e.g., measurements collected from PRU(s)). 
Proposal 16: For monitoring UE-side models with or without ground truth, for LMF to derive monitoring metric, UE reports inference output to LMF over LPP considering L1-measurements.
· Measurements collected from PRU(s) provided to LMF
· In addition, LMF compares the UE inference output with PRU ground truth labels associated with these measurements.
· Statistics of UE measurements, standard deviation of UE inference output 

Proposal 17: To support positioning functionality monitoring, use LPPProvideAssistanceData (to provide PRU measurements and, optionally, associated ground truth labels to the UE) and LPPLocationInformation (to provide monitoring metric or the inference output based on the PRU measurements to the LMF).
5	Conclusion
This document has made the following observations:
Observation 1: LCM (procedures) as such will not be fully specified by 3GPP and only the required RRC, MAC,  DCI, and LPP signaling between the gNB and UE and between the LMF and UE is to be specified in 3GPP as enablers for the LCM procedures.
Observation 2: To enable a UE to run an AI/ML functionality with NW awareness, the following features are required: capability exchange for AI/ML capabilities; configuration of AI/ML functionalities; and monitoring of UE-side AI/ML functionalities.
Observation 3: Existing mechanisms such as NeedForGaps and UEAssistanceInformation allow for the UE to indicate temporary unavailability of the configuration related to supported AI/ML enabled feature.
Observation 4: An indication that an AI/ML-enabled functionality or a specific configuration whether applicable or non-applicable could be used to convey to the network. 
Observation 5: During the Release 19 WI phase, as there may not be sufficient time, nor actual need by the use case, to study Option 2, it may be wiser to provide the basic framework enabled by Option 1.
Observation 6: UE capability reporting framework in TS 38.306 is also relevant as the baseline in RAN2 when enabling CSI reporting configurations applicable to both BM-Case 1 and BM-Case 2 beam prediction.
Observation 7: The distinction between Set A and Set B of beams is transparent to UE-side AI/ML beam management functionality.
Observation 8: The set of base message types from LPP, including Request and Provide Capabilities, LocationInformation, and AssistanceData are sufficient to support the requirements of UE-side AI/ML models.
Observation 9: AI/ML-based positioning use cases differ from legacy positioning, which could justify new positioning modes.
Observation 10: For use case 1 UE-side models, the positioning mode could be ue-based, or it could be ue-based-ml, to differentiate between legacy and AI/ML-based UE-based positioning.
Observation 11: The output of the high priority UE-side functionalities, which fall under Case 1 of AI/ML-enabled positioning, is a positioning estimate, which is identical to the output of legacy UE-based positioning methods.
And following proposals:
Proposal 1: For subsequent AI/ML related discussions in RAN2, whenever possible for clarity purposes the terms ‘activate/deactivate/switch’ to be replaced by the usual 3GPP terms like configuration/release/re-configuration and request/provide location information and assistance data.
Proposal 2: Adopt Table 2.1-1 as a starting point to map AI/ML LCM terminology to MAC, RRC, and LPP procedures.
Proposal 3: RAN2 to focus the first part of the WI on capability exchange for UE-side AI/ML capabilities, configuration of UE-side AI/ML functionalities, and monitoring of UE-side AI/ML functionalities for the beam prediction and positioning use cases.
Proposal 4: For AI/ML performance monitoring of UE-side, RAN2 to enable of the switching of AI/ML functionality management from the UE to the network if network is not satisfied with UE performance monitoring decisions.
Proposal 5: RAN2 to treat with low priority the following topics: proactive and reactive UE-side model transfer/delivery, proactive and reactive UE-side AI/ML functionality configuration, and UE-side AI/ML functionality continuity through handover.
Proposal 6: RAN2 to use Release 18 capability reporting framework as a baseline for use-case specific AI/ML-enabled Feature/FG applicable conditions reporting. Enhancements such as adding an indication to report non-applicability of a given configuration can be considered in the scope of Release 19 WI.
Proposal 7: RAN2 to use the RRC Capability Exchange procedure as a starting point for exchanging capabilities related to UE-side AI/ML Beam Management for BM-Case 1 and BM-Case 2.
Proposal 8: RAN2 to use legacy CSI Resource configurations as a baseline for configuring a UE to measure beams as input to its UE-side AI/ML beam management functionality.
Proposal 9: RAN2 to use legacy CSI-ReportConfig as a baseline for configuring a UE to report beam predictions as outputs from its UE-side AI/ML beam management functionality.
Proposal 10: RAN2 to consider triggering/signalling enhancements on Type 1 performance monitoring for UE-side beam management functionality, while detailed design of performance metric KPIs can be up to RAN1 discussion.
Proposal 11: Add new positioning modes (posMode) called ue-based-ml and ue-assisted-ml to the PositioningModes LPP IE to support use case 1 (UE-based AI/ML-direct and AI/ML-assisted) positioning. 
Proposal 12: In ML-based positioning features, an ML functionality is identified by a positioning mode, positioning method, and a configuration. 
Proposal 13: For Case 1 AI/ML positioning functionality capability exchange, use LPPRequestCapabilities and LPPProvideCapabilities.
Proposal 14: For Case 1 AI/ML positioning functionality configuration, use LPPRequestLocationInformation and to send functionality output use LPPProvideLocationInformation.
Proposal 15: For monitoring UE-side models with or without ground truth, for UE to derive monitoring metric, the LMF provides the UE necessary data for monitoring over LPP which contains:
•	Ground truth (e.g., PRU location) including quality indicator of ground truth and associated measurements (e.g., measurements collected from PRU(s)). 
Proposal 16: For monitoring UE-side models with or without ground truth, for LMF to derive monitoring metric, UE reports inference output to LMF over LPP considering L1-measurements.
•	Measurements collected from PRU(s) provided to LMF
•	In addition, LMF compares the UE inference output with PRU ground truth labels associated with these measurements.
•	Statistics of UE measurements, standard deviation of UE inference output 
Proposal 17: To support positioning functionality monitoring, use LPPProvideAssistanceData (to provide PRU measurements and, optionally, associated ground truth labels to the UE) and LPPLocationInformation (to provide monitoring metric or the inference output based on the PRU measurements to the LMF).
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