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1	Introduction 
In this contribution we discuss the following topics related to the simulation assumptions and evaluation methodology:
· common KPIs for evaluation, and 
· data sets (synthetic/simulation-based vs. real/field data)
2   	Discussion
2.1	KPIs
2.1	Re-use of RAN1 agreed common KPIs
A good starting point to discuss the KPIs for evaluation is the TR 38.843 [1] where RAN1 have defined the following common KPIs:
Common KPIs (if applicable): 
-	Performance
-	Intermediate KPIs
-	Link and system level performance 
-	Generalization performance
-	Over-the-air Overhead
-	Overhead of assistance information
-	Overhead of data collection
-	Overhead of model delivery/transfer
-	Overhead of other AI/ML-related signalling
-	Inference complexity, including complexity for pre- and post-processing
-	Computational complexity of model inference: TOPs, FLOPs, MACs
-	there may be a disconnect between the actual complexity and the complexity evaluated as captured in clause 6 using these KPIs due to the platform-dependency and implementation (hardware and software) optimization solutions
-	Computational complexity for pre- and post-processing
-	Model complexity: e.g., the number of parameters and/or size (e.g., Mbyte)
-	Complexity shall be reported in terms of "number of real-value model parameters" and "number of real-value operations" regardless of underlying model arithmetic
-	Training complexity
-	LCM related complexity and storage overhead
-	Storage/computation for training data collection
-	Storage/computation for training and model update
-	Storage/computation for model monitoring
-	Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation
For evaluation of performance monitoring approaches, the following model monitoring KPIs are considered as general guidance:
-	Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
-	Overhead (e.g., signalling overhead associated with model monitoring)
-	Complexity (e.g., computation and memory cost for model monitoring)
-	Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
Note: Other KPIs are not precluded. Relevant KPIs may vary across different model monitoring approaches.
AI/ML model complexity and over the air overhead KPIs are obviously as important for the current RAN2 study as they were in RAN1 and therefore should be also adopted in RAN2. Performance KPI, though, is not necessarily applicable as the main overarching goal of the current study is not to improve performance but to reduce UE power consumption and potentially air interface overhead. Ideally, the performance (such as throughput, HO failure rate, etc) shouldn’t suffer but there is no goal to improve these and therefore they cannot be considered a KPI for optimization. 
Observation 1: performance KPI is not directly applicable to the current RAN2 study.
The other two common KPI categories (among the ones used in RAN1) which we need to discuss are: performance monitoring and LCM-related KPIs. For these KPIs the SID [2] is rather clear they should be postponed as per:
· 	Potential AI mobility specific enhancement should be based on the Rel19 AI/ML-air interface WID general framework (e.g. LCM, performance monitoring etc) [RAN2]  
· NOTE: This would only be treated after sufficient progress is made in the Rel-19 AI/ML air interface WID 
Proposal 1: common KPIs agreed by RAN1 in TR 38.843 clause 6.1 (complexity, and over the air overhead) are re-used for the current study; performance KPIs are not directly applicable to the current study; performance monitoring and LCM-related KPIs may be discussed later after sufficient progress in RAN1 WI.
2.2	New/RAN2-specific common KPIs
The SID [2] mentions the following additional KPIs which can be considered: 
The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs
Since in this agenda item we are only discussing the common KPIs, in the discussion below we will exclude the KPIs which are specific to one objective (e.g. measurement prediction or RLF) but not the other. 
In our view, the main overarching objective of the current RAN2 study is measurement reduction. This is because AI/ML prediction cannot outperform the actual measurements (i.e. the model can at best perform as good as the “ground truth”) and therefore the main, if not the only, benefit of using such models is to reduce the measurement overhead. 
Observation 2: main overarching objective of the current RAN2 study is measurement reduction.
The other obvious common KPI is of course the prediction accuracy, which perhaps doesn’t require further elaboration.
Note: the other KPI examples mentioned in the SID (i.e. Ping-pong HO, HOF/RLF, Time of stay, Handover interruption) are not common to all the objectives in the study and therefore are not discussed in the contribution under the assumptions these will be treated in their respective agenda items. 
Another important KPI is the prediction window. For example, the prediction window would directly impact the usefulness of RLF prediction and would also indirectly impact the measurement reduction efficiency. Therefore, we propose to use it as a KPI. RAN1 treated the prediction window slightly differently, for example for CSI prediction some values have been agreed upfront but it was also possible to report other prediction window configurations, so essentially it was a KPI without being named as such. 
Observation 3: in RAN1 study assumptions on prediction window were made; similar assumptions of prediction window for mobility in RAN2 would be rather arbitrary. 
For RLF prediction and measurement prediction we don’t see a way to agree on a prediction window assumption value without doing the study. Any such agreement would be arbitrary and would limit the value of the study. Furthermore, it is important to find the longest prediction window which can still provide reasonable accuracy. Therefore, prediction window should be used as a common KPI. 
Proposal 2: the following new common KPIs should be adopted for the study: measurement reduction, prediction accuracy, prediction window. 
2.3	Training data set
With regards to the data to be used for AI/ML model training, it is naturally to assume that synthetic data produced by simulations would be used in this study, as this is the “3GPP way”. That being said, we must acknowledge the difficulties with using such data, in particular when it comes to model “generalization to real data” (not to be confused with the “generalization” as referred to in the RAN1 study).
The issue with using synthetic data for AI/ML training is not new and has been studied extensively (outside of 3GPP) in context of various fields. There are countless examples in literature demonstrating that ML models trained on simulated data perform poorly in the real world, here are just few examples: [3], [4], [5].
Observation 4: AI/ML model inference results obtained by training using synthetic/simulation data suffer from poor generalization to real data. 
When studying the literature in this field, one can’t help but notice an emergence of research showing the promise of using synthetic data in some fields. After all, the difficulty with obtaining real data is not unique to 3GPP. However, one can immediately see that all the examples of successful use of synthetic data are either:
· In the fields of image and/or language processing, where the synthetic data used for training is obtained not using simulations but rather via other methods, or [8]
· When synthetic data is used in conjunction with real data [6]. 
Needless to say, these examples in academic literature are hardly applicable to the current RAN2 study. 
The following study [7] is of particular interest, where the authors a nalyzed effect of synthetic data to the accuracy of neural network based classification of data series sourced from TeraHertz medium access control mechanism. Their conclusions are generally not overly optimistic: “The synthetic data generated based on the real data has lower quality of reproduction of the features as the original data. White noise distorts much more intensively the synthetic data as the real data.”
Observation 5: promising results in literature of using synthetic data for training are limited either to image/language processing and/or to the usage of hybrid data (i.e. both real and synthetic), and therefore are not directly applicable to the current study. 
Therefore, we should encourage companies to consider providing real field data for the study. Indeed, there maybe commercial and even regulatory issues, however there are also data anonymization techniques to overcome these issues. At the very least, the usage of real field data must be considered.
Proposal 3: the usage of synthetic data (i.e. based of simulations) is unavoidable, but the usage of real field data should be encouraged. 
Proposal 4: RAN2 should be mindful of the limitations (in terms of generalization to real data) of the conclusions based on synthetic data when evaluating the results. 
3	Conclusions and Proposals
Observation 1: performance KPI is not directly applicable to the current RAN2 study.
Proposal 1: common KPIs agreed by RAN1 in TR 38.843 clause 6.1 (complexity, and over the air overhead) are re-used for the current study; performance KPIs are not directly applicable to the current study; performance monitoring and LCM-related KPIs may be discussed later after sufficient progress in RAN1 WI.
Observation 2: main overarching objective of the current RAN2 study is measurement reduction.
Observation 3: in RAN1 study assumptions on prediction window were made; similar assumptions of prediction window for mobility in RAN2 would be rather arbitrary. 
Proposal 2: the following new common KPIs should be adopted for the study: measurement reduction, prediction accuracy, prediction window. 
Observation 4: AI/ML model inference results obtained by training using synthetic/simulation data suffer from poor generalization to real data. 
Observation 5: promising results in literature of using synthetic data for training are limited either to image/language processing and/or to the usage of hybrid data (i.e. both real and synthetic), and therefore are not directly applicable to the current study. 
Proposal 3: the usage of synthetic data (i.e. based of simulations) is unavoidable, but the usage of real field data should be encouraged. 
Proposal 4: RAN2 should be mindful of the limitations (in terms of generalization to real data) of the conclusions based on synthetic data when evaluating the results. 
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