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1 Introduction
The Rel-19 WID of AI/ML for air interface (WID RP-234039) was agreed in RAN#102 [1], the WI objective on UE-sided data collection is copied below: · CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 


In this contribution, we share our view on UE-sided data collection.
2 Discussion
In Section 7.2.1.3.1 of TR 38.843 [2], it captured the conclusion of UE-sided data collection: 3 solutions are captured but RAN2 did not study or analyze these proposals and did not agree to requirements or recommendations.The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.

3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.



Among the identified 3 solutions, we think at least option 1a can work for Rel-19 because this solution has been widely deployed in industry. 
Observation 1: On UE-sided data collection, option 1a (i.e. OTT 3GPP transparent) has been widely deployed in industry.
Then, for the other 3 solutions (option 1b, option 2 and option 3), we have strong concerns on their feasibility in Rel-19:
1) It is impossible for RAN2 to achieve consensus on below requirements in just two meetings in Rel-19:
· Whether/how to ensure data ownership unchanged if the UE shares its data with MNO network.
· How to avoid data leakage resulting privacy and security issues.
· Whether/how to support 3GPP-transparent auxiliary information for model training, to hide UE proprietary implementation.
Please note that above requirements were extensively discussed in Rel-18 study item phase. However, different camps, including UE vendors, chipset vendors, NW vendors, Mobile Network Operator (MNO), had quite diverse view. And their concerns were very strong and difficulty to compromise. Meanwhile, the above requirements have strong dependency with SA1, SA2, SA3 and RAN3. Thus, RAN2 can’t make decision without their input, and two meeting cycle is obvious too short for LS exchange. In our view, it is part of native AI/ML network architecture design and should be left to 6G to address.   
Observation 2: It is impossible for RAN2 to achieve consensus on below requirements in two meetings in Rel-19:
· Whether/how to ensure data ownership unchanged if the UE shares its data with MNO network.
· How to avoid data leakage resulting privacy and security issues.
· Whether/how to support 3GPP-transparent auxiliary information for model training, to hide UE proprietary implementation.
Observation 3: In Rel-18 study item phase, different camps, including UE vendors, chipset vendors, NW vendors, Mobile Network Operator (MNO), had quite diverse view on UE-sided data collection. And they were difficulty to compromise. 
Observation 4: Design requirements of UE-sided data collection have strong dependency with SA1, SA2, SA3 and RAN3. Thus, RAN2 can’t make decision without their input, and two meeting cycle is obvious too short for LS exchange.
2) The benefit of NW training UE-sided model is not clear because which model(s) UE can run is hardware/firmware dependent (e.g. power status, UE memory) and only UE vendor can ensure the performance of UE-sided model.
As we know, before deployed in real use, AI/ML model must be optimized according to specific hardware/firmware architecture (e.g. computation capability, power status, UE memory) and strictly tested. However, if NW trains UE-sided model, we are not sure how NW can guarantee the performance of AI/ML model because NW is not aware of one UE’s specific hardware/firmware environment. In Rel-18 study item phase, we didn’t see any valid proposal to resolve this issue. Thus at least in Rel-19, we don’t think this issue can be addressed.  
Observation 5: Deployable AI/ML model must be optimized according to hardware/firmware architecture (e.g. computation capability, power status, UE memory) and strictly tested. However, NW can’t guarantee the performance of AI/ML model because NW is not aware of one UE’s specific hardware/firmware environment.
Based on above analysis, we think at least in Rel-19, 3GPP transparent solution is the only feasible solution for UE-sided training data collection, i.e. only UE vendor can train UE-sided model.
Proposal 1: In Rel-19, only support 3GPP transparent solution for data collection of UE-sided model training data, i.e. only UE vendor can train UE-sided model. 

3 Conclusion
In this contribution, we share our view on UE-sided data collection. Our observations are: 
Observation 1: On UE-sided data collection, option 1a (i.e. OTT 3GPP transparent) has been widely deployed in industry.
Observation 2: It is impossible for RAN2 to achieve consensus on below requirements in two meetings in Rel-19:
· Whether/how to ensure data ownership unchanged if the UE shares its data with MNO network.
· How to avoid data leakage resulting privacy and security issues.
· Whether/how to support 3GPP-transparent auxiliary information for model training, to hide UE proprietary implementation.
Observation 3: In Rel-18 study item phase, different camps, including UE vendors, chipset vendors, NW vendors, Mobile Network Operator (MNO), had quite diverse view on UE-sided data collection. And they were difficulty to compromise. 
Observation 4: Design requirements of UE-sided data collection have strong dependency with SA1, SA2, SA3 and RAN3. Thus, RAN2 can’t make decision without their input, and two meeting cycle is obvious too short for LS exchange.
Observation 5: Deployable AI/ML model must be optimized according to hardware/firmware architecture (e.g. computation capability, power status, UE memory) and strictly tested. However, NW can’t guarantee the performance of AI/ML model because NW is not aware of one UE’s specific hardware/firmware environment.

Based on above analysis, we propose:
Proposal 1: In Rel-19, only support 3GPP transparent solution for data collection of UE-sided model training data, i.e. only UE vendor can train UE-sided model. 
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